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Abstract. Ethical issues on robots need to be investigated
based on international comparison because general publics’
conceptualizations of and feelings toward robots differ due
to different situations with respect to mass media and his-
torical influences of technologies. As a preliminary stage of
this international comparison, a questionnaire survey based
on openended questions was conducted in Japan, the USA,
Germany and France (N = 100 from each countries). As a
result, it was found that (1) people in Japan tended to re-
act to ethical issues of robotics more seriously than those in
the other countries, although those in Germany tended not
to connect robotics to ethics, (2) people in France tended to
specify unemployment as an ethical issue of robotics in com-
parison with the other countries, (3) people in Japan tended
to argue the restriction of using and developing robots as a
solution for the ethical problems, although those in France
had the opposite trend.

1 Introduction

The recent development of robotics has begun to introduce
robots into our daily lives in our homes, schools, and hospi-
tals. In this situation, some philosophers and scientists have
been discussing robot ethics [8, 15, 12, 4, 2]. Asaro [1] argued
that robot ethics should discuss the following three things: the
ethical systems to be built into robots, the ethics of people
who design and use robots, and ethical relationships between
humans and robots. Lin [6] proposed the following three broad
(and interrelated) areas of ethical and social concerns about
robotics:

Safety and errors: including mistakes of recognition by
battle robots and security against hacking.

Law and ethics: including codes of ethics to be programed
into robots, companionships between humans and robots,
responsibility of robot behaviors.

Social impact: including economical and psychological
change of the society.

Recently, several researchers have been investigating solu-
tions for these ethical problems. However, the opinions of the
general public of different countries have not sufficiently been
investigated from the perspective of robot ethics. Some ex-
isting studies found the general public’s preferences of robot
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types in the context of domestic use [14], expectation of task
types in domestic household robots [11], attitudes regarding
robots’ suitability for a variety of jobs [17], safety perception
of humanoid robots [5], and fear and anxiety [9]. However,
these survey studies did not focus on the ethical issues of
robots.

Moreover, the ethical issues of robots need to be inves-
tigated based on international comparison because general
publics’ conceptualizations of and feelings toward robots dif-
fer due to different situations with respect to mass media and
historical influences of technologies. In fact, recent studies
[16, 19, 13, 18] show differences of opinions of robots between
countries, including attitudes toward robots [3, 20], images of
robots [10], and implicit attitudes [7]. In addition, interpre-
tations of the word “ethics” differ between countries because
of different social norms. Thus, we should compare the opin-
ions of the general publics of several countries when they face
the words “robots” and “ethics” at the same time. This com-
parison will contribute to preparation of discussion on the
international consensus of robotics applications.

As a preliminary stage of the international comparison on
robot ethics issues, a questionnaire survey based on open–
ended questions was conducted in Japan, the USA, and Eu-
rope. To take into account the historical influences of wars
into the ethical perspectives of military robotics, the survey
in Europe was conducted in Germany and France, which were
a defeated country and a victorious country in World War II,
respectively. This paper reports the results of the survey and
then discusses the implications.

2 Method

2.1 Participants and Data Collection
Procedure

The survey was conducted from January to February, 2013.
Respondents were recruited by a survey company (Rakuten
Research). When the survey was conducted, the numbers of
possible respondents registered to the company was about
2,300,000 in Japan, 2,780,000 in the USA, 310,000 in Ger-
many, and 450,000 in France. Among the people randomly
selected from these large pools of samples based on gender
and age, a total of 100 people of ages ranging from 20’s to
60’s participated in the survey in each of the four countries.
Table 1 shows the sample numbers based on country, gender,
and age categories.



The questionnaire consisting of open–ended items was con-
ducted via Internet homepages in all the countries.

Table 1. Sample Numbers Based on Countries, Gender, and
Age Categories

20’s 30’s 40’s 50–60’s Total
Japan Male 13 12 13 12 50

Female 12 13 12 13 50
Total 25 25 25 25 100

USA Male 11 13 12 14 50
Female 11 14 18 7 50
Total 22 27 30 21 100

Germany Male 12 11 16 11 50
Female 10 12 15 13 50
Total 22 23 31 24 100

France Male 10 15 12 13 50
Female 20 8 10 12 50
Total 30 23 22 25 100

Total 99 98 108 95 400

2.2 Measures

As mentioned in the introduction section, the survey aimed at
investigating interpretations of the general publics when they
face the words robots and ethics at the same time. To measure
and compare their primitive conceptualization between the
countries, we did not instruct the definitions of “robots” or
“ethics”.

The questionnaire solicited information about (1) age, (2)
gender, (3) occupation (subject of study if respondents were
students), and (4) three questions about ethics and robotics.
The questionnaire items about ethics and robotics were open–
ended, and designed to elicit a wide variety of responses:

Q1: What would you image when hearing “robots” and
“ethics” at the same time?

Q2: What sort of ethical problems would happen when
robots widespread in society?

Q3: How should we solve the problems mentioned in item 2?

The questionnaire was conducted in Japanese, English, Ger-
man, and French languages in Japan, the USA, Germany, and
France, respectively. The response sentences in Germany and
France were translated into English.

3 Results

3.1 Coding of Open–Ended Responses

For quantitative analyses, the open–ended responses were
manually classified into categories based on the contents of
the responses. This classification coding was determined by
two coders. The first coder dealt with both Japanese and En-
glish sentences. The second coder consisted of two people,
one for the Japanese sentences and another for the English
sentences.

First, coding rules were created for each item. Then, two
coders independently conducted the coding of 40% of the re-
sponses (N = 40 from all the responses of each country), and
calculated the κ–coefficients showing the degrees of agreement
between the two coded results in order to validate the relia-
bility of the coding rules. The coefficients showed sufficient

reliability of the coding rules. Table 2 shows coding rule num-
bers, examples of sentences in the coding, and κ–coefficients.
Furthermore, the two coders interactively discussed the con-
tents of the responses and coding results until they reached a
consensus about each coding.

3.2 Q1: Images When Hearing “Robots”
and “Ethics” at the Same Time

In Q1, each participant’s response was classified into one of
the three categories shown in Table 2. Responses assigned L0
showed no concrete image. In the German and French sam-
ples, several wrote sentences meaning that the words “robots”
and “ethics” clashed with each other. Responses assigned L1
stated images from science fiction contents. Responses as-
signed L2 included realistic concerns of robotics in society and
ambiguous apprehension toward the development of robots.

Table 3 shows the distributions of answer categories based
on the countries and the results of a χ2-test and a residual
analysis with α = .05. Approximately 60% of the respondents
mentioned some apprehension toward robotics. The χ2–test
showed differences between the countries in the category dis-
tribution. The residual analysis revealed that in the Japan
sample, the frequency of L0 was lower than average and that
of L1 was higher than average at statistically significant levels.
Moreover, in the German samples, the frequency of L0 was
higher than average and that of L2 was lower than average.
Furthermore, in the French samples, the frequency of L1 was
lower than average and that of L2 was higher than average at
statistically significant levels.

To visualize the relationships between countries and images
of robots and ethics, a correspondence analysis was performed
for the cross-table shown in Table 3. The correspondence anal-
ysis allows us to visualize the relationship between categories
appearing in a cross–table in two-dimensional space. In this
visualization, categories similar to each other are placed at
proximate positions. Our analysis using this method aims
to clarify the relationship between the countries and respon-
dents’ images when hearing “robots” and “ethics” at the same
time. We should note that the dimensional axes extracted
from the data in the cross–table are specific to the table data
and are used to visualize relative distances between categories;
that is, they do not correspond to any absolute measure, and
so it is difficult to assign realistic meanings to these axes.

Figure 1 shows the results of the analysis. The USA is po-
sitioned at the middle point between the three answer cate-
gories, and Germany is located at L0. Japan is positioned at
the middle point between L1 and L2, and France is near L2.
These results can be summarized as follows:

• Compared with the other countries, less German respon-
dents specified images in which robots and ethics appeared
at the same time.

• More French respondents specified apprehension toward
robotics than did the respondents in the other countries.

• More Japanese respondents specified images from virtual
contents in comparison with the respondents in the other
countries.



Table 2. Coding Rules of Open–Ended Responses and Reliability

Item Rule Label κ

Q1: R1: L0: Responses that did not image any concrete problems .747
(e.g., “nothing”, “don’t think ...”)

L1: Responses that mentioned virtual contents including movies, animations, and comics
(e.g., “Robocop”, “Blade Runner”)

L2: Ones except for the above L0 and L1
(e.g., “What are the ethical rules to apply when using robots?”

Q2: R21: L1: Responses that mentioned unemployment problems .922
(e.g., “Job losses”, “Replacing people with robots so unemployment”)

L0: Others
R22: L1: Responses that mentioned crimes or wars .717

(e.g., “People use them to spy”, “With battle robots, that will make killing easier and easier”)
L0: Others

R23: L1: Responses that mentioned some problems except unemployment, crimes and wars .711
(e.g., “Accidents by robots”, “There will be no difference between humans/robots”)

L0: Others

Q3: R3: L0: Responses that did not mention any concrete problems in Q2 .647
L1: Responses that mentioned restriction of robots’ functions, methods of using robots, and

areas of robot applications, and legal preparation for the restriction
(e.g., “Only use robots in certain situations”, “Don’t give robots the ability of “think””)

L2: Ones except for the above L0 and L1
(e.g., “I have no idea”, “Improvement of human morals”, “Keep our manual skills”)
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Figure 1. Result of Correspondence Analysis for Table 3

Table 3. Distribution of Answer Categories for Q1 and Results
of χ2–Test and Residual Analysis (α = .05)

Answer Category of R1
L0 L1 L2 Total

Japan 18↓ 21↑ 61 100
USA 30 15 55 100
Germany 41↑ 10 49↓ 100
France 21 5↓ 74↑ 100
Total 110 51 239 400

(27.5%) (12.75%) (59.75%) (100%)

χ2(6) = 28.448, p < .001
↑: higher than the expected frequency
↓: lower than the expected frequency
L0: Responses that did not image any concrete problems
L1: Responses that mentioned virtual contents

including movies, animations, and comics
L2: Ones except for the above L0 and L1

3.3 Q2: Ethical Problems in Society

In Q2, one response included several different problems. Thus,
each participant’s response was assigned multiple labels based
on the following rules: (R21) whether it mentioned unemploy-
ment problems due to robots, (R22) whether it mentioned
the use of robots in crimes and wars, and (R23) whether it
mentioned some problems besides unemployment, crimes, and
wars. Responses assigned as L1 in R23 included apprehension
toward the physical and economical risks of robots, their in-
fluences on humans’ psychological states, and ambiguous dif-
ferences between robots and humans.

Table 4 shows the distributions of answer categories based
on the countries and the results of the χ2–test and the residual
analysis with α = .05. The results can be summarized as
follows:

• In the Japan sample, fewer respondents mentioned unem-



Table 4. Distribution of Answer Categories for Q2 and Results of χ2–Test adn Residual Analysis (α = .05)

R21: Unemployment R22: Crimes and Wars R23: Other Problems
Not mentioned Mentioned Not mentioned Mentioned Not mentioned Mentioned

Japan 87↑ 13↓ 85↓ 15↑ 34↓ 66↑

USA 77 23 84↓ 16↑ 65↑ 35↓

Germany 82 18 97↑ 3↓ 47 53

France 64↓ 36↑ 97↑ 3↓ 60↑ 40↓

Total 310 90 363 37 206 194
(77.5%) (22.5%) (90.75%) (9.25%) (51.5%) (48.5%)

χ2(3) = 16.803, p < .01 χ2(3) = 18.673, p < .001 χ2(3) = 23.261, p < .001
↑: higher than the expected frequency, ↓: lower than the expected frequency

ployment problems at a statistically significant level in com-
parison with the other countries.

– More respondents in the French sample mentioned un-
employment.

• The respondents mentioning crimes and wars as ethical
problems of robotics in society were in the minority (less
than 10%).

– Nevertheless, more respondents mentioned these prob-
lems in the Japan and USA samples than in the German
and French samples at statistically significant levels.

• More respondents mentioned problems besides unemploy-
ment, crimes, and wars in the Japan samples than in the
samples of the other countries.

– On the other hand, fewer respondents in the USA and
French samples mentioned these problems than in the
Japan and German samples.

3.4 Q3: Solutions for Ethical Problems of
Robotics

In Q3, each participant’s response was classified into one of
the three categories shown in Table 2. Responses assigned
label L0 corresponded to the ones that did not specify any-
thing on the ethical problems of robotics in society in Q2 (that
is, participants assigned L0 for R21, R22, and R23). In Q3,
responses assigned label L1 mentioned restriction of robots
functions, methods of using robots, and areas of robot applica-
tions. Some responses classified into this category mentioned
the need of legal preparation for the restriction. Responses
assigned label L2 included the ones that did not provide any
concrete solution or the ones that did show some solutions
except restriction of robots.

Table 5 shows the distributions of the answer categories
based on the countries and the results of the χ2–test and
the residual analysis with α = .05. The χ2–test showed dif-
ferences between the countries in the category distribution.
The residual analysis revealed that in the Japan sample, the
frequency of L0 was lower than average and that of L1 was
higher than average at statistically significant levels. About
half of them mentioned restriction of robotics usage as a so-
lution to their ethical problems. Moreover, it was found that
in the German samples, the frequency of L0 was higher than
average. Furthermore, in the French samples, the frequency
of L1 was lower than average and that of L2 was higher than
average at statistically significant levels.

In the same way as Q1, the correspondence analysis for Q3
in Table 5 was conducted to visualize relationships between
countries and solution categories for the ethical problems of
robots. Figure 2 shows the result. Japan was positioned far
from L0 and L2, near L1. France was positioned far from L0
and L1, near L2. The USA and Germany were positioned at
the middle of L0 and L1, far from L2. These results can be
summarized by the following comparisons between the coun-
tries:

• More respondents in Japan specified ethical problems of
robots in society and mentioned restriction of robots in
terms of functions and methods of usage as a solution to
the problems.

• Fewer French respondents mentioned restriction of robots
as the problem solution.

• In the USA and particularly in Germany, many respondents
did not specify any problem or solution for the ethical issues
of robots in society.

Table 5. Distribution of Answer Categories for Q3 and Results
of χ2–Test adn Residual Analysis (α = .05)

Answer Category of R3
L0 L1 L2 Total

Japan 6↓ 52↑ 42 100
USA 26 43 31 100
Germany 27↑ 43 30 100
France 21 30↓ 49↑ 100
Total 80 168 152 400

(20%) (42%) (38%) (100%)

χ2(6) = 26.536, p < .001
↑: higher than the expected frequency
↓: lower than the expected frequency
L0: Responses that did not mention any concrete problems

in Q2
L1: Responses that mentioned restriction of robots’

functions, methods of using robots, and areas of robot
applications, and legal preparation for the restriction

L2: Ones except for the above L0 and L1

4 Discussion

4.1 Findings

The survey results suggest some characteristics of Japan, the
USA, Germany, and France when the general public of each
country faces the issues regarding robot ethics.
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Figure 2. Result of Correspondence Analysis for Table 5

People in Japan tended to react to ethical issues of robotics
more seriously than those in the USA, Germany, and France,
while they were more influenced by virtual contents such as
science fiction movies. In contrast, people in Germany were
least likely to connect robotics to ethics. People in France, de-
spite also being in the EU, had a different trend from those in
Germany in the sense that they expressed more apprehension
toward robotics.

Unemployment as an ethical issue of robotics showed dif-
ferent reactions between these four countries. In particular,
Japan and France had opposite trends with respect to this
problem. Relationships of robotics with crimes and wars also
showed different reactions between the countries. Although a
minority of people mentioned this issue as overall, more peo-
ple tended to specify the issue in Japan and in the USA than
in the two European countries.

Consideration of the solutions for the ethical problems of
robotics showed opposite trends in Japan and France. Unlike
the people in France, the people in Japan tended to argue for
restricting the use and development of robots as a solution to
ethical problems.

4.2 Implications

The above findings in the survey imply some problems when
discussing issues regarding robot ethics at the international
level.

First, differences are possible between countries on their
general publics awareness of issues regarding robot ethics.
Some people may not assume the existence of ethical prob-
lems related to robotics. It is implied that the rate of par-
ticipants in the discussion about robot ethics in society may
change depending on the country. Second, it is possible that
individual problems have impact on the general public in dif-
ferent ways in different countries. People in one country may
participate in discussing an ethical issue and those in another

country may not. Such differences in attitudinal biases toward
the discussion of robot ethics between countries would make
it hard to share problems and solutions internationally. If an
ethical problem regarding robots is serious in a country and
potentially poses a risk in another country, leaders of the dis-
cussion should take into account the differences of awareness
of the problem between the countries to establish common
assumptions and ways of discussion.

4.3 Limitations

The survey adopted three simple questions and open–ended
responses. Thus, the differences of opinions between coun-
tries are superficial, and deep factors causing the differences
were not explored. It is estimated that these factors include
religious beliefs and historical backgrounds in countries, par-
ticularly with regard to unemployment and wars. Moreover,
the concept of robots may differ between countries [10].

The total number of samples in the survey was not enough
to generalize the findings. To clarify more strictly differences
in the general publics opinions regarding robot ethics be-
tween countries and investigate causes of the differences, we
should conduct future surveys using detailed questionnaire
items having sufficient validity with a wider area of samples.
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