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Abstract  Introspective conceptions of
inconsistent with recent findings from cognitive dasocial
psychology, but remain intuitive and culturally liréntial. This
paper builds up to a debunking explanation of tigng which,
historically, are at the root of introspective ceptions. The
explanation exposes these intuitions as cognitivsions. It
shows that they are devoid of determinate meanntjteaces
them back to seductive mistakes at the mappingesiafy
analogical reasoning. The argument employs keyciplies of
the ATT-Meta model of metaphor comprehension and
structure-mapping account of analogical reasonite paper
argues that, as a default strategy, the compretresiextended
metaphors involves only a very restricted form oflagical
inference. It shows how ‘full blooded’ analogicabsoning with
metaphor-transcendent mappings leads to conclugicapable
of metaphorical interpretation through that defathategy. It
explains why those transcendent mappings are madd,
identifies a previously unrecognised fallacy at mha&pping stage
of analogical reasoning, the ‘metaphor-overextenadiacy’.

1INTRODUCTION

Intuitive conceptions of the mind, which frequenthass for
common sense, credit us with introspective acagsand hence
direct knowledge of, a wide range of mental stasesl
processes. These intuitive conceptions have bebed cato
question by several strands of now famous work dciad
psychology [1, 2], cognitive psychology [3, 4], acdgnitive
neuroscience [5]. These contributions have forgeéwa picture
of everyday action, decision-making, judgment, anelief-
formation: In the absence of determinate priortuatgs or
information, people typically perform actions, tadecisions and
form beliefs due to processes of automatic cogmitito which
they have little, if any, insight. In many such essthey then
rationalize their actions and beliefs with reasdmat do not
reflect the factors that moved them. These reasomdence of
little explanatory or predictive value. Insteadfiamalisations
take up one of several readily available, socialycepted
patterns of justification, apparently arbitrarifhe stated reasons
might then as well have taken up another pattarstifying
different actions or beliefs. Where this happehgsé reasons
have only limited justificatory value. It is theoeé scarcely an
exaggeration to say that, as often as not, wheplpenake up
their minds, everything important happens at theelleof
automatic cognition of which we are largely unawaaad
subsequently stated reasons explain nothing atidyjligle [cp.
6, 7].

To help assess and resolve the manifest tensiavebetthis
new picture and intuitive introspective conceptiottés paper
will prepare the ground for a debunking explanatdémelevant
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the mind are “introspective intuitions”, of the kind sometimesught by one

strand of current experimental philosophy [8], kmoas the
‘sources project’ [9] or ‘cognitive epistemologyl(]. Students
of metaphor have prominently suggested these ivduit
introspective conceptions are due to unwitting o$evisual
metaphors [11]. Proceeding from a case-study omr fay
intuitions from the early modern philosophy of mirtkis paper
will argue that only a fallacy in analogical reasmnwith these
conceptual metaphors leads to the intuitions tatjeind leads
als to give introspection a wider scope than is isbaist with the
new scientific picture.

The heuristics and biases programme in the psygkotd
judgment has sought to explain intuitive judgmeagoutcomes
of automatic inferences with heuristic rules whare generally
reliable but generate cognitive illusions under cie
circumstances [12, 13, 14]. The overtly heuriskiaracter of the
rules of analogical reasoning opens up the proggeut in some
ways analogous argument.

To set the stage, we will contrast a default resgpstrategy
and a default comprehension strategy: We will atersa default
strategy of analogical reasoning, as commonly deadein
cognitive psychology (review: [15]) and build up #@odefault
strategy for motivating and interpreting fresh méiarical
language. We will build up to the latter strategyibtegrating
notions from the cognitive psychology of analogyl anetaphor
with psycholinguistic findings about the role otrotypes in
verb comprehension [16, 17], and building on kesights from
the ATT-Meta model of metaphor processing [18, 18¢ will
argue that a very restricted form of analogicakogeng suffices
to build up, e.g., from stereotypical implication§ verbs to
conceptual metaphors of (roughly) the sort positedognitive
linguistics (review: [20]) (Section 2).

By reconstructing how the default reasoning strategn
generate four key tenets of an early modern inacsge
conception of the mind (Section 3), we will there $®w, and
when, the default reasoning strategy can lead usogmitive
illusions, namely, to illusions of sense: to cosams which
cannot be interpreted with the default comprehensimategy
and are therefore liable to lack determinate meg(fiection 4).
We will see that this happens the moment more cexnpl
analogical inferences employ extensions that ‘tand’ the
extended mappings properly constitutive of concalptu
metaphors. Finally, we will propose an explanatémvhy these
extensions are made (Section 5), i.e., of why pdyfeompetent
speakers come to overextend the conceptual mesplhadssue,
namely, in non-intentional analogical inferences] [@hich have
been found to be involved in problem-solving [23, 24; but
cp. 25].

2TWO STRATEGIES: FULL-BLOODED AND
RESTRICTED ANALOGICAL REASONING

Our argument will rely on the distinction betwegmtstrategies:



We now briefly sketch a default strategy for ‘fblboded’
analogical reasoning, and then build up to a gyatéor
motivating and comprehending metaphorical talk,clvhinakes
use of a more restricted form of analogical infemeg.

As standardly conceived in cognitive psychologwige:
[15]), analogical reasoning about a target domaid (Bay,
atoms) involves at least three steps: First, a modesource-
domain SD (e.g. the solar system) is identifiedy &nowledge
about it is retrieved from memory. Second, model tanget are
aligned, and elements of the source-model (plansts),
relations between them: x revolves around y, yaet#r X, etc.)
are mapped onto elements of the target domain t(efes
nucleus, etc.), subject to semantic and structooastraints:
According to influential models of analogical irdece
(including SME: [26, cp. 27]), we first correlateusce- and
target-domain elements which asemantically similar(which
we believe to share properties or stand in the saaia¢ions),
and then prune these correlations and add newtynesforcing
structural constraints includind-to-1 mappingand parallel

Many core mappings can be obtained from stereadypic
inferences we routinely execute in language con®rsion:
When interpreting nouns [30] and verbs [16], corapet
speaker/hearers automatically infer stereotypicalsociated
attributes and consequences, in line with the nece@n I-
heuristic: ‘Find interpretations that are stereatgp and
specific!’ [31]. E.g., when people see somethinggeming, they
typically know it is happening. Speakers can tteegxtend the
use of words (e.g., “see”) to stand for the stengoally
associated consequence (the subject knows) thaerbewill
automatically infer, in the absence of explicitizations to the
contrary. Such use turns stereotypical into necgssa
consequences, and defeasible pragmatic into naasiele
semantic inferences. (You can ‘see a kidnappingthauit
realising what it is, but cannot ‘see my point’ lwdtit knowing
what it is.) Such ‘pragmatic strengthening’ [32)pise of several
processes that can endow expressions with metapheenses
in which they apply in fresh (here: non-visual) s [33].

Very elementary automatic analogical inferences] [@4n

connectivity(when mapping a relation or property onto anotherthen treat these extensions as cross-domain mapgimere:

also map their relata or bearers onto each otfidryd, the
actual inferences are made throwglpying with substitution and

from the SD of vision to the TD of knowledge) andgilth up to
further, related mappings, which can, in turn, weteé the

generation (CWSGyom a (partial) representation of the source metaphorical extension of further, related expmessi This

domain SD.
Within the philosophically familiar format of infences from

a set of premises, sushandard analogical (CWSG) inferences mapping (here and below, —*

are governed by these three rules: Wherever thaigpes invoke
a SD element which has been mapped onto a TD etemen

happens through generic default operations whidoldne.g.,
the conceptual metaphor ‘Knowing as Seeing’' frora tlore
represents mapping, not
implication or entailment):

@

S sees % S knows x

1. copy the representations of relations and relata ) )
attached to the SD element, into a set of candidate 1hese default operations can be conceptualisetheasery

conclusions about the TD.
2. In the candidatessubstituterepresentations of SD

simplest analogical inferences, namely, analogioférences
which invoke only such a core mapping and geneeg.(

relations and relata by representations of Tplogical) functions and relations which obtain asratomains,

elements onto which they are mapped.
3. If no such mapping exists, copy the representaifon

the SD element unchanged into the conclusions

(‘generation).

This default strategy for analogical reasoning w@sis with
what | will suggest is a default strategy for matimg and
interpreting fresh metaphorical languagade[28]).

According to the ATT-Meta model of metaphor protegs
only some of the resources involved in the defatrtitegy for
‘full-blooded’ analogical (CWSG) reasoning are enygld in
facilitating metaphorical talk [18, 29]. Two of thmodel's
principles are particularly pertinent for our pusps:

and hence get mapped onto themselves. Taleseentary CWS
inferences (ECWS inferencésyolve

only copying with substitution (CWS),

no generation, and

employ only core mappings like (1) and ‘mappings
onto self’, which are the first mappings to be made
analogical reasoning (cp. Forbus et al. 1995).

(if)
(iii)

Such elementary inferences can proceed from clasedopen
sentences. In the latter case, we obtain fresh imggpof
relations onto relations. Table 1 gives a partidulasimple
example, resulting in the fresh mapping

a) Coherent mappings from a source- to a target-domain

(conceptual metaphors CM) are built up from singleec
mappings by a few generic default processes (“ehic
neutral mapping adjuncts’).

b) The mappings obtained with these slender resowees

deployed to maximum effect, namely, in interpreting

metaphorical uses of expressions which literalgndt
for ‘CM-transcendent’ source-domain elements, ioe. f
elements which are not mapped by CMs that are bypilt
in this way. Such uses are typically interpreted oy
adding further mappings to the conceptual metapiibr
by relating the elements ‘transcending’ it to elatse
mapped by it.

) S does not seex S does not know x
Table 1. An elementary CWS inference
SD premise Operation TD conclusion
1 = Substitution (identical) -
2 Ssees X Substitution with (1) S knows X

Other ECWS inferences yield, e.g.:

3) It is possible for S to seex It is possible for S to
know x

4) It is not possible for S to seex It is not possible
for S to know x

(5) X makes it possible for S to seey X makes it

possible for S to know y



(6)

X makes it impossible for S to seesy X makes it
impossible for S to know y

According to ATT-Meta, not only logical and modaltkalso
temporal, causal, enabling, and disenabling reiatare invoked
in generic expansion of core mappings [18, 29]ofeanapping
and the further mappings obtainable through ECW8&rémfces
are jointly ‘constitutive’ of a conceptual metaphothere:
‘Knowing as Seeing’).

Elementary automatic inferences can
automatic stereotypical or semantic inferences. hShcief
inference chains allow hearers
metaphorical interpretations to further expressionEhis
motivates the metaphorical extension of these exspres.
Consider, e.g., the extension of “beyond my kenfrfiits literal
meaning, ‘beyond my range of vision’. When someghis
beyond someone’s ken, he typically cannot get ® ise A
stereotypical inferenchence has it that

(S

An elementaryanalogical inference(with mapping 4 above)
then takes us from the consequent to:

(AD)

If X is beyond the ken of S, then S cannottgetee X.

S cannot get to know X.

Speakers can extend the use of expressions (hérie: Beyond
the ken of S”) to stand for the conclusions of suttained
inferences (‘S cannot get to know X’). A variant magmatic
strengthening can then make these inferences iasibfe, and
the new metaphorical sense conventional. Let's thay the
meaning or interpretation derivable through tinie-step default

interpretation strategyis ‘induced by the conceptual metaphor

CM' that is used for the final analogical inferen¢€M-
induced).

Where the strategy draws on stereotypical, ratlnem t
semantic inferences about the SD, complex expmessidl thus
acquire as a whole a meaning thatém-compositionali.e., not
a function of the meaning, literal or metaphoricaf, the
expression’s constituent parts (here: “beyond”,n"ke Where
the strategy employs semantic inferences abousithethe fresh
metaphorical meaning of a complex expression caregarded
as a function (also) of the literal meanings of ¢tmnstituent
parts. In neither case will the former be a functiof
metaphorical meanings of the latter. These cormstiti (e.g.,
“beyond” and “ken”) need not have any metaphonisalnings.

In line with the second of our two principles (froATT-
Meta), the metaphorical interpretation of the eszpi@n “x is
beyond my ken” does not involve reliance on a fr@stpping of
the source-domain element ‘ken’ to the target-donhait rather
a chained inference that invokes only a mappingstitutive of
the conceptual metaphor. As a default, the kindardlogical
reasoning involved in the use and comprehensiomeaiaphors
involves only a very restricted range of mappirths: mappings

that can be obtained from core mappings through ECWS

inference.

3METAPHORICAL MINDS

As we will now see, introspective conceptions oé tmind
essentially rely on rather more ‘full-blooded’ avgital
reasoning that (a) involves copying with substitntiand
generation (full CWSG) and (b) invokes both mappings

follow equally

to spontaneously give

constitutive of visual metaphors and further magppirthat
‘transcend’ these metaphors. While the terminologyries
slightly, seminal early modern texts work with thwin
mappings (see, e.g., Fischer [34] on Locke [35]):

Mapping M:visual field— mind
Mapping N:eyes— understanding

These mappings cannot be obtained
inferences from the core mappings of visual cogniti
metaphors. Nor are they constitutive of other feanitonceptual
metaphors that are linguistically realised in phégsophical
English. To see this, consider the spatial-inclusizetaphor of
remembering and thinking-of which is the home ohgnases of
“the mind”: It unfolds from the core

Mapping R: X is inside a space belonging to -S S
remembers / thinks of X

This personal space is typically called ‘the mindrhe

conceptual metaphor thus motivates saying that keeg’ or

‘have’ something ‘in mind’ when we can think of mmember
it, that things ‘come to mind’ when we actuallyrtkiof them,

and that they ‘slip’ or (archaically) ‘go from omind’ when we

forget, temporarily or permanently, etc. [34, pp4El. Where

mind-talk is motivated by this metaphor or visualguition

metaphors, “the mind” is used only as part of campl
expressions (like “S keeps X in mind”, “S’s mind ssempty” =

“S had an empty mind”, etc.) whose meanings arearfanhction

of any target-domain meanings of their constityants (Section
5). In these contexts “the mind” does not referatty distinct

element of the TD. But mapping M treats the mindsash an
element. Hence none of these familiar metaphotadecM.

We will now show that analogical reasoning with uab
cognition metaphors can take us to the key tenkdassical
introspective conceptions of the mind when — anlgt men — it
employs these further mappings which ‘transcenesé¢hfamiliar
cognition metaphors [10, 36]. Relevant visual cdgnit
metaphors include the metaphor ‘Knowing as Seeiliggussed
above (Section 2) and the metaphor ‘Thinking-alasutooking-
at’ which motivates metaphorical talk of ‘lookingardd at the
problem’, ‘looking at the issue from different aegl or
‘looking at the options available’. These conceptmataphors
were extended by adding mappings M and N to them.

Relevant analogical (CWSG) inferences then proceenh fr
source-domain truisms, as in Table 2:

Table2. A CWSG inference with transcendent mapping
SD premise
1 Slooks at X

TD conclusion
S thinks about X

Operation

Substitution: mapping
Looking at— Thinking
about

2 (1) Implies Substitution: identical (1) Implies (3-4)
(3-4)

3 XbeforeY Generation X before Y

4  Y=eyes(S) Substitution: mapping N Y=understan(B)g

We thus obtain (non-identical substitutions unded, generated
elements in italics):

Py
C1

When we look at things, things are before our eyes
When we think about things, thingse beforeour
understanding.

through ECWS



P When we look at things, things are in our visiglbf
Cz2  When we think about things, thingse in our mind.

Ps  Things before our eyes are in our visual field.
Cs Thingsbeforeour understandingre inour mind.

P2 When we look at things, we perceive things with eyes,
in our visual field.

Cs  When we think about things, we perceive thing$witr
understandingn our mind.

These intuitions generate the spatial relationss‘Before Y’ and
‘X'is in Y’ in the TD and jointly transform ‘the md’ into a
personal space of perception, turn ‘the understandrom a
‘faculty ['] of reason, intellect, or understandingOxford

English Dictionary, into an organ of sense that peers into tha

space, and grant us quasi-perceptual access tibjbets of our
own thought — but not others’. (Sometimes, ‘the amthnding’

gets replaced by ‘the mind’ which then doubles ath la space

and an organ of ‘inner’ perception, in violation thie 1-on-1
mapping constraint.)

Crucially, only the new mappings N and M take us throug

familiar visual metaphors to these intuitions andrarospective
conception of the mind. To see this, consider vduaiclusions
we obtain through analogical inferences from thesent
premises when we do not employ the new fare buendakwith
mappings constitutive of visual metaphors for kremge or
understanding. We then get different conclusionkesé
conclusions do not generate any spatial relatiorteé TD; and
when interpreted in line with the default compredien strategy
(Section 2) they do not even faintly suggest tHahking
involves the use of any organ or space of ‘innercpption.
Relevant inference fromiBields

Ci*  When we think about things, things are before eyes.

This has a literal interpretation (which is truéhem | think — or
do anything else, for that matter — something beotvill be in
front of my eyes, and sometimes | even think akibet very
things then in front of me). Crucially, it also hasnetaphorical
interpretation motivated by the visual
something is before my eyes, it is typically eamyrfie to notice
(get to see). Stereotypical inference thereforenisines the
premise for an ECWS inference to the conclusion ithateasy

t

in the source domain of vision: When things aretebur eyes,
it is easy to see them, and when things are irvisual field, it is
at any rate possible for us to see them. ECWSantars lead
from the conclusions of the corresponding steraofyp
inferences to an undeniable conclusion:

‘When things are easy to understand, we can uradefst
things’.

Finally, analogical inference with visual metaphdoat
without M and N does not take us much beyond $nce
“perceive”, explained by th©ED as ‘to apprehend with the
mind or senses’, stands for an epistemic relatia ¢an obtain
in both the SD of seeing and the TD of cognitidmnitially gets
mapped onto, and substituted by, itself. We thuainb

Cs* When we think about things, we perceive thingshvaur
eyes, in our visual field.

But when we perceive something with our eyes, weits@éis
semantic implication provides the basis for anaalginferences

hwith core mappings of visual cognition metaphorsg,,eto the

conclusion:
‘When we think about things, we understand things.’

(“...in our visual field” may be disregarded as redant: how or
where else could we possibly see things?) As in ttiree
previous cases, we obtain a conclusion that, intéed in line
with our default comprehension strategy, does rpsak of
organs or spaces of inner perception.

To sum up: Analogical reasoning with visual cogpniti
metaphors only gets us from SD truisms (liket® Ps) to the
conclusions (€ to C) constitutive of the introspective
conception of the mind, if we make use of furthepming (like
M and N) which ‘transcend’ those metaphors.

41LLUSIONS OF SENSE

We will now outline how and when the use of theaghfer

metaphor: éWh mappings M and N, which ‘transcend’ visual and ottaniliar

cognition metaphors, can give rise to a particlard of
cognitive illusion: The moment it employs such rftsaending’
mappings, the default strategy for analogical reasp can

for me to get to know or understand. This yielddsth systematically take us to conclusions which canrost

interpretation of €

‘When we think about things,
understand’

— perhaps unduly optimistic and not idiomatic, in@¢lligible.
Similarly, analogical inference without M leadsrfrd® to

C2*  When we think about things, things are within &en.

When something is within our ken, it is typicallggsible for us
to see. Again, therefore, stereotypical inferenamishes the
premise for an ECWS inference (with mapping 3 abdwe
straightforward conclusion:

‘When we think about things, we can understandgshin

Since none of the elements Refers to are mapped by the

conceptual metaphors at issue, analogical infeeength these
metaphors cannot be directly made from this prentigsvever,
Ps itself employs phrases which have stereotypicalizations

things are easy to

interpreted either literally or in line with thefdalt strategy for
motivating and interpreting fresh metaphorical taBarring

semantic rescue through fortuitous other concepnethphors
or metonymies, etc. these conclusions lack detet®imeaning.
Where they strike us as perfectly intelligible, @ subject to
illusions of sense.

Our first set of conclusions,1@o G, is a case in point. In
contrast with their starred counterparts, they lawitaphorical
interpretations motivated by visual metaphors. Thkyemploy
at least one of two phrases we obtain when appMimgnd M to
source-domain truisms: “before our understandingd &n our
mind”. Neither has a metaphorical interpretationtivaded by
visual cognition metaphors: In contrast with theirse-domain
expression “x is before our eyes” from which iblstained, “x is
before our understanding” has no stereotypical emastic
implications in the visual SD. Hence there is noghfor visual
cognition metaphors to map, and our default congmsion
strategy of making ECWS inferences with mappingsttuive



of the relevant — here: visual — metaphor, fromrsewlomain
implications, gets no grip. The same holds tru&rofny mind”:
In contrast to, say, “within my ken”, it has no rsgtypical or
semantic implications in the source domain of visibat could

though they cannot satisfactorily explain the megnior apply
the phrases consistently to concrete situations.

In our examples, the lack of determinate meanirtyesto the
use of ‘transcendent’ mappings M and N. These nmysphave

furnish a premise for subsequent ECWS inference with us make substitutions within complex expressioike (Ibefore

mapping constitutive of a visual metaphor. The key phrases

lack metaphorical interpretations motivated by alsmetaphors.

They also lack literal interpretations: Today asrfoundred
years ago, “the understanding” ordinarily refersatdfaculty.
Faculties cannot be literally placed in spatiahtiehs (like the
generated relation ‘x is before y’). Hence “beformur
understanding” cannot be interpreted literally. Bel(Section
5), we will consider peculiarities of mind-talk armke that,
where it is motivated by spatial or visual metagghdéthe mind”
always forms part of complex expressions which haee
application in the metaphors’ SD and possess nampoagitional
meanings in TD talk. Where a constituent expressary, “X is
in y”) takes “the mind” as an argument, it hencerga be given

S's eyes” or “within S’s ken”) that, as a whole, vha
stereotypical or semantic implications in the SDg.€lt is
possible for S to see x’) that are mapped ontoTbBe('lt is
possible for S to understand x’) by a mapping dartste of a
conceptual metaphor CM. They have us, e.g., repkag or
‘visual field’ by ‘mind’, and ‘eyes’ by ‘understaimy’. These
substitutions deprive the overall expression E,($ays within
the ken of S”) of the SD implications that facitéaits CM-
induced interpretation in line with our default qomhension
strategy (Section 2). In this sense, those mappiags
inconsistent with the CM-induced interpretation of E

Once metaphorical uses have become familiar
conventional, their interpretation no longer regsianalogical

a literal interpretation. Sincei@ G all use at least one of the inference [39]. The present inconsistency hence doé prevent

phrases “before the understanding” and “in the fhirnkdese

conclusions lack both a literal interpretation andhetaphorical

interpretation motivated by visual metaphors.

the philosophers at issue from correctly interpigetfamiliar
metaphorical uses of, say, “beyond my ken” or arlyeo
expression E with a conventionalised metaphoricsg. urhe

Other conceptual metaphors, or metonymies, may dome problem arises rather when we use our default eglyatfor

the semantic rescue: E.g., the core mapping R efsgmatial
memory metaphor (above) lets us interpret the cmmh C as
expressing the truism ‘When we think about things,think of
things’, even if thinkers will have difficulties oing up with
this interpretation as long as they are using mappM.
Alternatively, we can exploit semantic entailmeiperceiving’
entails ‘knowing’) and interpret the first part 6f, ‘When we
think about things, we perceive things with our emstnding’
as saying, ‘When we think about things, we getnovk things
by employing our power of reasoning’, though thirskwill be

unlikely to come up with this interpretation whérmey are using
mapping N. In the absence of such fortunate coéemzds (and
prior to exploiting them), thinkers are unable teegdeterminate

meaning and content to conclusions liket€ C. Subsequerdd
hoc explications were applied inconsistently,

meanings [34, pp.35-41].
The resulting lack of determinate meaning may bscoted

analogical reasoning, in reasoning from SD premégeploying
a complex expression E: When we then make simudtsese
of a conceptual metaphor CM and mappings incongistéh
CM-induced interpretation of E that has a non-corntjposl
metaphorical meaning, we will obtain a fresh cosido that
cannot be interpreted in line with our default coet@nsion
strategy for metaphorical talk. 1.e., our fresh@asion will lack
a default metaphorical interpretation. By forcindpstitutions in
the complex expression E, those mappings will damdously
force generation of relations from the remainingnfe, in our
case the spatial relations ‘x is before y' andsxin y'. Where
such concrete relations are generated in othemvae abstract
talk (like here), literal interpretation of the uéting conclusions
is likely to involve category mistakes precluding (fidea

freqhent spatially before the understanding’, etc.). Failiagcidental’
disregarded by their own authors, and fail to ptevileterminate

semantic rescue, such a fresh conclusion will ldeterminate
meaning.
We have thus built up to a potentially hard-to-sfaitacy

by subjective plausibility: Cto C; have us posit higher-order committed at the mapping-stage of analogical reagorLet’s

relations between mapped and generated relations:

(Cy)
()]
(C9y)
(Ca)

Whenwethink aboutX, it is beforeour understanding.
When we think about X, is in our mind.

WhenX is beforethe understanding, i in the mind.
When an object of thought Xis perceived withthe
understanding, iis beforethe understanding anidh the
mind.

Such deeply integrated mappings endow analogicatigsions
with high subjective plausibility [37, 38]. Furtlmore, the

call it the ‘metaphor-overextension fallacy'lt consists in
extending a conceptual metaphor CM (such as, empwifig-
as-Seeing) by adding mappings inconsistent with @d:ced
interpretations (like mappings M and N). The ruésnalogical
(CWSG) inference are then liable to take us frone premises
to semantically deficient conclusions. Absent seimarescue
through other conceptual metaphors (or fortuitowestomymy,
etc.), they will lead to such conclusions whene@WVSG
inferences simultaneously employ mappings constéubf a
conceptual metaphor CM and mappings that are instmgi

posited framework of higher-order relations faatiits inferences With the CM-induced interpretation of a complex egsion

from and to constituent and related claims, dedpiéér lack of
determinate meaning. E.g.: If something ‘is befooer
understanding’ (whatever that might mean exacity)s in our
mind’ (whatever that might mean here), and ‘we peeit there
with our understanding’ (ditto). Thinkers may thues subject to

employed in the premises.

S5 EXPLAING THE TRANSCENDENT
MAPPINGS

illusions of senseSince they can make various inferences from

and to sentences employing these phrases, theythimdy that
these have a determinate meaning, and that they kne@ven

But why should competent thinkers commit this fafadt the
outset (Section 1), we took note of the basic [pies of
analogical reasoning, as conceived by the inflaérsiructure-

or



mapping theory [40, 37, 26]. We will now identifgrae factors
due to which these principles have us make thegpimgs even
where they lead us from truisms to nonsense.

In some cases, mapping N is straightforward. Thecktre-
mapping account stipulates that in analogical neiasp with or
without metaphor, we routinely add new mappingsenmsh(i)
some relations have already been mapped, (ii)agheirement of
parallel connectivity demands that we map theiategland (iii)
the target domain contains suitably related eleméft, 42].
This general mapping-rule leads to mapping N, iferences
from premises such as:

Ps  When we look at something, we use our eyes.

The first verb is mapped by the basic mapping efrtretaphor

‘sewing’ is associated with the subject-propertges a needle’,
‘looking at’' is associated with ‘uses his eyes’dathinking
about’ with ‘uses his brain / mind/ reason / untierding’.

When we encounter or use a verb, all the conceptsbing
to the associated generalised situation schemactieated —
irrespective of contextual relevance, and the nswétly and
strongly, the stronger the association is [44]. wee strongly a
concept is activated, the more likely it will beedsin various
cognitive processes. If the subject is engaged ralogical
reasoning, the concept is hence more likely to la@pad or
generated. Where an action or event designated bguece-
domain verb gets mapped onto a target-domain conakkey
elements of the situation schema associated wihvérb are
hence likely to be mapped or generated. Where thensa

Thinking-about as looking-afThe next verb, “x uses y”, stands associated with the TD verb contains an elemerttdtzands in

for a generic relation that obtains in both theuglsSD and the
intellectual TD. This relation is hence immediatelgpped onto
itself [27]. This leaves us looking for an elemeot the

intellectual TD that corresponds to our eyes. Thget are
introduced here as a relatum of theerelation, temporally
linked to thelooking-atrelation that gets mapped orttonking-

about The requirement of parallel connectivity hence ha

look for something we use when we think. Since lnentuse our
wits, reason, intellect, or understanding — diffeérabels for the
same faculty — we thus obtain

Mapping N eyes— understanding

Mutatis mutandis the same applies to inferences employing

other visual metaphors, say, from ‘When we see Hung we
use our eyes’ to ‘When we understand somethingusee our
intellect’.

Where mappings ar@d hog i.e. involved only in analogical
inferences from specific premises, they are ealiflsegarded in
different contexts where they would lead to sentaflt
deficient conclusions. The persistence of N inrerfiees to such
deficient conclusions as the crucial claims t6 C therefore
requires further explanation.

Parallel connectivity yields N in analogical reaisgnfrom

premises like B with the core mappings of different related

conceptual metaphors: ‘Thinking-about as
‘Understanding as Seeing’, etc. Like many actiond @vent-
nouns [30], all these verbs are associated wittieqeomplex
stereotypes known as ‘generalised situation schiefhés 17].

These are made up of typical features of the adioevent that
the verb refers to, of the agents performing thmagcand of the
‘patients’ on which it is performed. These featuscially

include instruments typically used in performing tiction [43].
The strength of stereotypical association is comynoreasured
through the ‘cloze probability’ or frequency withhigh the
relevant concept is used to complete sentencesasuch

(1) She was sewing the socks with a

(2) The man was arrested by

(3) When we look at things, we use our

(4) When we think about things, we use our

The most frequent responses are (1) ‘needle’ apdh@ police’
or ‘cops’ [17]. And while the cloze frequencies f@&) and (4)
have not yet been systematically elicited, readdltishave little
trouble completing them with (3) ‘eyes’ and (4) dms’ or
‘minds’, ‘wits’, ‘reason’, ‘intelligence’ — early wderns would
have said our ‘intellect’ or ‘understanding’. Ardalg just as

the same relation (say, the instrument-relationtheoTD action
as the SD associate to the SD action, the SD agsogill be
mapped onto the TD associate — regardless of whétiat

relation actually figures in the premise. Thus ®yget mapped
onto ‘mind’ or ‘understanding’ even in inferencesrh premises
in which the instrument-relation does not figuitkee I(PL) ‘When

we look at things, things are before our eyes.'ofeifig the
constraint of 1-on-1 mapping in reasoning that asaploys
mapping M, of ‘visual field’ onto ‘mind’, then leadto the
preference of ‘understanding’ over ‘mind’ we canselve in
early modern texts (cp. [34]).

The case of this second mapping M, is more comMéhile
the patient property ‘x is in the visual field of @esumably is
part of the generalised situation schemas assdcigitd vision
verbs including “S sees x” and “S looks at X", thapping onto
‘the mind’ can never be obtained simply by enfogciparallel
connectivity in mapping from SD to TD of a visualgnition
metaphor. It cannot, because ‘the mind’ does ntinigeto the
target domain of such metaphors. In talk motivagdsuch
metaphors, “the mind” is what | propose to calhari-member
target term’. In first approximation: While it ised only in talk
about the target domain, it does not, in any sestnd for’ a
distinct element of that domain.

To develop this notion, consider
analogical inferences from their conclusions (®ectR) can
motivate common metaphorical expressions. Takeinftance,
“S keeps X in mind”, as motivated by the spatial nmey
metaphor unfolding from Mapping R that is the horh&iglish
mind-talk. Here, we begin with a semantic infererigethe
spatial SD:

(Sh)
him), then X continues to be in the space belonging.

A mapping of this temporal relation onto the TDat&in ‘S
continues to think of X’ can be generated from¢bee Mapping
R through ECWS inferences (what ATT-Meta calls ‘véhic
neutral mapping adjuncts’). Analogical inferencethwithis
further mapping takes us from the consequent aj (81

(Al)

According to our default strategy, this would mati& a fresh
metaphorical use of the SD expression “S keeps idrspace”;
instead, we say “S keeps X in mind”. Once the aidiiimference
has motivated metaphorical uses of complex expmmessi
including the words “space belonging to S”, theteiatget

S continues to think of X.

how semantic or
Lookirig-at stereotypical inferences about the SD followed mentary

When S keeps something x in a space (belonging to



replaced by “mind”, as the new lexical item, e.to, keep in
mind” is formed.

Mutatis mutandis the same holds true of mind-talk
motivated by visual cognition metaphors. Considerw ho
stereotypical followed by analogical inferences Idomotivate
metaphorical uses of complex expressions contairting
expression “visual field”: Typically,

(Sk2) When something is at the forefront of my visueld, |
cannot help looking at it.
(SIs) When something is at the back of my visual fi¢ldon’t

look at it but am aware of it.

Analogical inference with the mapping ‘Thinking-altoas
Looking-at’ leads from the stereotypical conclusi@mg., ‘I

cannot help looking at it’) to a further conclusi@g., ‘I cannot
help thinking about it'). Inference chaining wouldotivate

saying that something is ‘at the forefront of myual field’

when | cannot help thinking about it, or ‘at thebaf my visual
field” when | don’t think about it, but am awareibf(‘aware of’

is a generic epistemic relation that obtains inhbedurce and
target domain, hence gets mapped onto itself, heckfore can
figure in ECWS inferences of the sort yielding CMhiced
interpretations.) But of course we say, instead, tthiags are ‘at
the forefront’ or ‘back of our ‘mind’. Once the amed

inference has motivated metaphorical
expressions including the words “visual field”, thegter get

replaced by “mind”, as the new lexical item, e.tpt the

forefront of the mind” is formed.

“The mind” thus is anon-member target terrim this more
precise sense: On the one hand, it is used ortiglknabout the
target domain, and is not used in talk or reasomibgut the
source domain. Within the default strategy for mating and
interpreting metaphorical talk, it is not used @asoning about
the SD but replaces source-domain words only orasaning
about the SD has motivated fresh uses of complexeszions
containing those words. (In terms of the ATT-Mefpm@ach,
the term can figure in reasoning within the preteoacoon, and
its conclusions about the target domain, but nostatements
about the source domain.) Hence “the mind” is ey&aterm’.

On the other hand, in the cases at issue it meeglaces
source-domain terms (“space”, “visual field”) in reocomplex
expressions. The resulting expressions (e.g. “Spke¥ in
mind”) can be said to refer to elements of the H&inly to
relations between subjects and objects of thougtkinowledge
(e.g. ‘'S continues to think of X’). When the wonghihd” is used
as synonym of “intellect”, etc. it can be said ® ibdividually
used to refer to a further TD element, namely, fdmulty of
reasoning thinkers may employ in thinking. Wheisiused in
metonymies building on this use (“Two great mintds. [people
with great cognitive abilities] debated the issuéthe mind” is
used to refer to subjects who stand in the relexelations. But
in the present cases, “the mind” merely figuresxpressions
that, as a whole, have target-domain meanings d@tatnot a
function of any target-domain meanings of their stdnents.
(Indeed, these constituents need not have anyragehings.) In
these cases, the constituent expression “mind” aialpe said to
refer to any distinct element of the TD: It themnfis part of a
complex expression that stands for a relationshépvéen a
subject and an object of thought or knowledge (&gontinues
to think of X’) but not for any further element tirect from such
relations and their relata. Hence “the mind” isehesed as a

‘non-member term’: It is here used in talk abowt D but not
to stand for any member or element of that domain.

So why does ‘the mind’ get treated as a TD elemant,
analogical reasoning which employs mapping M alalegs
visual metaphors? An as yet speculative answertpaoiat that
this may be facilitated by three factors. Firshe‘mind” replaces
words that stand for source-domain elements andsevtiteral
meaning does influence the literal meaning of tlenmlex
expressions they enter in. It is therefore temptmdhink that
the complex expressions into which “the mind” estest also
have a meaning that is a function of the meaningthefr
constituent parts, and to look for a referent fog tonstituent
“the mind”. Since the word is used only in talk abahe
intellectual target domains, it is natural to Idok this referent
in them. And, third, the spatial memory metaphaattis its
home and anchor has what we may callganeric source
domain® The ‘personal space’ figuring in core mapping a c
be instantiated by an actual physical space bahgnigi me, e.g.,
by the space enclosed by my cranium. Hence with Rcave
motivate saying that | ‘cannot keep everything e thead’
(when we cannot remember everything) or that weulshtyy to
keep certain things ‘out of our head’ (when we dtiaot think
of them). But the conceptual metaphor is not tiethts or any
other specific physical instantiation, and the eggion “the

uses of complemind” is used precisely when no such specific imstdion is

invoked. This may have us spontaneously rate time &s more
abstract and group it with the more abstract cotscépm the
intellectual TD, rather than the more concrete epitg from
spatial or visual source domains invoked.

Once the crucial mistake of treating ‘the mind’ asTD
element has been made, standard mapping prindiales us
map ‘visual field’ onto it: In a first step, SD ehents get
mapped onto the TD elements deemed most similahdm
(Section 2). Through post-inference replacementniecedents
of inferences like (S) to (Sk), the ‘mind’ appears to be credited
will all the abstract features (properties and trefes) of
delineated spaces (in which things can be kept) ate, more
specifically, visual fields (which have forefrorasd backs, i.e.
depth). Through such apparent attributions, ‘visiields’ and
‘minds’ come to be deemed similar enough to getpedgn the
first stage of mapping. The presently relevant isemR to P4
do not provide any other relata for ‘x is in y’, #ee mapping
does not fall foul of structural constraints, i ttecond stage.

6 CONCLUSIONS

This paper has distinguished two strategies (Se@jo In line
with the ATT-Meta model, it has assumed a defauditegy for
motivating and interpreting (fresh) metaphoricalpmssions,
which makes do with a very restricted form of agadal
reasoning, viz., ECWS inferences from core mappiods
conceptual metaphors. In line with structure-magpéccounts
of analogy, it assumed a default strategy of anedbgeasoning
that involves a wider range of mappings and full GWS
inference. We then explored how the latter reagpmsinategy
can lead us from truisms about the visual SD tockmions
about the intellectual TD that cannot be understibmdugh the
former interpretation strategy. In the absence oiftuhate
coincidences, they lack determinate meaning; enswubdich
inferential links, they strike us as intelligibleyen so (Section
4). These illusions of sense are due to mistakelseamapping



stage of analogical reasoning, namely to an ovension of
conceptual metaphors. We explained their extensimaugh

problematic mappings by reference to the psychotifggchema
activation (mapping N) and the peculiar use of “thiad” as a
non-member target term (mapping M) (Section 5). ifihgtions

traced back to these seductive mistakes at thé ¢évmapping

are constitutive of early modern conceptions of ithied as a
realm of inner perception (Section 3). We have thoisined a
debunking explanation of intuitions at the rootimtirospective
conceptions of the mind. To the extent to whichaes beyond
application of key principles of structure mappthgory, on the
one hand, and ATT-Meta, on the other, it remainsb®
computationally developed and experimentally tedted
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