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Motivation
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Approach

m System monitoring

m Estimation of optimal deployment
architecture

Exponentially complex problem

m Effecting the redeployment
architecture

e Has this problem been solved?
e \What are other disconnected operation

techniques, besides redeployment?

e Can I combine them with my approach?
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JE
Disconnected operation techniques

m Caching

m Hoarding

m Queuing of remote procedure calls
m Deployment and redeployment

m Replica reconciliation

m Code mobility

This does not tell me:
e Under which conditions can I apply a given

technique
e \Which techniques are (in)compatible
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JE
Existing approaches

m Distributed file systems
(Coda, Ficus, D-NFS, PFS)

m Distributed databases
(Thor, Bayou)

m Code mobility
(Rover, Jamp, Mobile Extensions (ME), Odyssey, FarGo-DA)

m Ad-hoc networking
(Forp, PCP, Monarch)

This does not tell me:
e \Which approach works better for problem

at hand
e Can I combine approach A and approach B

5/14/2003 ICSE 2003 WADS 5




Taxonomy

\

—— Anticipated disconnection-

—— Total disconnection-

— Computation- - - - - -

Communication- - - - -

Analysi8<
—Dynamic- - - - - |

Architecture
—Client-server-

—Peer-to-peer - - -

Adjustable

Intelligence

— |nefficient
——Efficiency <
—Efficient -

bandwidth




Consideration
of system

Software <
——Application-level <

——Threads- - - - - - -

System-level < Shared resources

—— (e.g., database,- - - -
GUI builder)

—Processing components-

— [Data components- - - -

—  Fixed granularity caching
Variable granularity . _ _

/—Replication

caching

Consistency \

Management

—  Manual (just reporting)-

Semi-automatic - - - -

—Fully automatic - - - -J

Non-functional

considered

—Availability -
—3Scalability -

ecurnty - -

Performance-




Assessment of existing approaches

m Most focus on anticipated disconnection, maximizing
availability
m Use of bandwidth
Intelligent and efficient (Coda, PFS, Odyssey)
Others assume either fully connected or disconnected mode
m System resources
Memory (Fargo-DA)
Other resources (ME and Odyssey)
m Technique
Application-level (Fargo-DA, ME, Odyssey)
Others operate at system-level
Most commonly used — some form of replication
None employ re-routing
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Conclusions and future work

m Understand the (in)compatibilities among

C

ne existing techniques , different

C

imensions, subdimensions and values

m Suggest the best possible approach or

C

ombination of approaches for the

problem at hand
m Highlight the areas not currently

S

upported
Suggest a research agenda
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Questions?
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~Target of Prism research

Dimension Suibdimernsion Vaiue Approoches

—— Anticipated disconnection- - Ecﬁlasrcns CMFS, PR, Thor, Bayou, Rover, Jamp, FarGo-DA, WE, Forp
— Fredictability

——Sudden disconnection - - - -[RypSY9EE. D-NFS. FFS, Rover, VE
—Type , : =
VP — Total disconnection- - - - . Ecﬁlasrcns, ChFS, PFS, Thor, Rover, Jamp, FarGo-DA, WE
Degree épartial disconnection - - - - 1 , PCP, Monarch
—— Lowy bandwidth connection- psm Rover, WE, Ddyssey
connectivity —Molossofdata - - - - - Ecﬁlasm C-NFS, PRS, Thor, Bayou, Rover, Jamp, FarGo-DA, ME
——ACcuracy Single event lost- - - - - -
— Multiple events lost- - - - - Forp, Odyssey, PCP, Wonarch
Detection
— BEdernal agent- - - - - - - OenFs, Thor, Rover, damp, WE
urce —Perhost - - - - - - - - - Pcpiagltns PES, Forp, Cdyssey
——Per component- - - - - -
— Computation- - - - - - - Rcmsmp, FarGo-DA, WVE, Odyssey
Active Comrunication - - - - - - Prisme. Farco-DA ME, Odyssey
/ —Coordination- - - - - - - Pcri:smp, FarGo-DaA, WVE, Cdyssey
Compaonent
types \ —Interface - - - - - - - - - P:ﬁzsfﬁp, FarGo-DA, WVE, Odyssey
—Files - - - - - - - - - - '
Passive< Coda, Ficus, O-MNFS, PFS, Bayou, Odyssey
——Dwnamic data structures- - - Thaor, Bayou
_ —Static - - - - - - - - - - Prism
Analysis < ; 3
——Oynamic. - - - - - - - Prism
Architecture )
—Client-server- - - - - - . Coda, DMNES, PRS Bayou, FarGo-DA, WE, Odyssey
Prig rr<—ljeer—topeer ------- Ficus, Jarmp
Intelligence —— Adjustable - - - - - - - . Coda, PFS, Odyssey
Lse of —Constant - - - - - - - - . C-MFS, Ficus, Thor, Bayou, Rover, Jamp, FarGo-DA, WE
banchicth

—Inefficient - - - - - - - CrNFS, Ficus, Thor, Bayou, Rover, Jarmp, FarGo-DA, WME
_Eﬁiciency< , Ficus, Thor, Bayou, , Jarp,
— FEfficient .

_________ P’ﬁ ST cyssey



Consideration
aof system
resources

Technigue

Consistency

ron-functional
properties
considered

—Sofhware

Harchware

—Threads- - - - - - - - -
SYREm-IzE Shared resources
—(eq., database,. - - - - -
S builder)

—Processing corrponents- - -
\——Application-level< grorp

—Data corrponents- - - - - -

—Fixed granularity caching- -
Replication VEriabIegranularity. N

caching
—Hoarding- - - - - - - - -
—Systemn-level Messaging —Asynchronous- - - - - - -
—Deferred synchronous- - - -
. Metwork: topology based- - -
—Re-routing <

Arch. topology based- - - -

—Ulti-mode corponents- - -
—— Application-level —-< i
—Intelligent agents- - - - - -

—Type

— Application-directed- - - - -
—hanual (just reporting) - - - -

— anagement Semi-automatic - - - - - -

—— OCCUrence

Coda, Ficus, C-MES, Bayou
FFE3, Rover, ME

Prismy. FFs. Thor, VE, RosES
Rrismrosss

P’Fi Sﬁ.]wbn arch
Prism

FarGo-DA, ROSES
WE, Odyssey, RoSES

Coda, Ficus, O-MNFS, Bayou
PEi&:m, FarGo-DA, ME, RoSES
Prisnes=you

Coda, Ficus, O-NFZ, WVE
FarGo-0A



