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Motivation

m The requirements of dependable systems are often conflicting

N Example: meeting deadlines in the presence of faults

N Meeting deadlines requires a predictable system, while faults are inherently
unpredictable!

m These conflicts must be seen as a trade-off

N Usually, dependable systems hard-code such trade-offs in their design
choices

m Architectures should become tunable to provide support for:
N Configuring the system before deployment
N Adapting to changes in the environment during run-time
N Maintaining the system throughout its life-cycle
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Outline

m Versatile Dependability

m An Architecture for Versatile Dependability
m Case Study: Tuning the System Scalability
m Conclusions

m Future Work
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Versatile Dependability
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Versatile Dependability
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Versatile Dependability: Control Knobs

m Versatile dependability provides control knobs to tune the trade-offs

mApplication parameters
“Frequency of Requests
NSize of Requests and Responses

mHigh-level knobs NSize of State

NScalability NEE e

WAvailability

“Real-Time

Guarantees mLow-level knobs
“Replication Style (Active, Passive)
“Number of Replicas
NCheckpointing Frequency
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Versatile Dependability Loop

Adaptation
Requirements > Ppolicies

Application
Parameters
v v
Offline
[configuration 2 X @& @ —> %) O @
High-Level Knobs Low-Level Knobs

Resource Monitor
v
{ Adaptation J<

© 2004 Tudor Dumitras /

MEAD: Real-Time Fault-Tolerant Middleware



Architecture for Versatile Dependability

m Design goals:

N Tunability and homogeneity: one infrastructure, multiple knobs
~ Quantifiability: using precise metrics to evaluate trade-offs
N Transparency: support for fault-tolerance unaware applications

N Ease of use: simple knobs that are intuitively easy to adjust
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Architecture for Versatile Dependability

m Distributed software architecture
N No central point
N Tunable redundancy levels

N Components work independently and synchronize using group
communication

m Enhancement to CORBA middleware
m Part of the MEAD Project
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(www.ece.cmu.edu/~mead)
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Architecture for Versatile Dependability

The Replicator
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The Replicator

Interface to application / CORBA

m Library interposition n
N Intercepts and redefines system calls Tunability
N Provides transparency without modifying Tunable mechanisms || Replicated
. . . Replication #replicas state
the application, the middleware, or the OS syl gy <>

Interface to Group Communication

m Group membership and communication
N The Spread toolkit

m Replicated state
N Decisions made based on information already available at every host

m Tunable fault-tolerant mechanisms
N Replication style, number of replicas, checkpointing style and frequency
N Represent the low-level knobs

m Adaptation Policies

N Implement the high-level knobs
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Case Study: Tuning Scalability

(- Using more resources
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Increasing Scalability ~{  Decreasing periormance
(accommodating more clients) (e.g., response time)

< Decreasing fault-tolerance
\ (redundancy levels)
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Exposing System Trade-offs

Comparing active and passive replication
in terms of round-trip latency and bandwidth
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Exposing System Trade-offs
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System Constraints

m Implementing a “scalability” knob under bandwidth, latency and
fault-tolerance constraints

m Requirements:
1. The average latency shall not exceed 7000 ps
The bandwidth shall not exceed 3MB/s

The configuration should tolerate as many crash faults as possible

el

The following formula should be used to break any ties:

Latency. +(- )Bandwidthi

Cost. = p P
7000 ws 3MB /s
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Implementing a “Scalability” Knob
Scalabilityﬁ'.lgl..ll.h”i.ng

Scalability
[#clients]

Latency [ps] Bandwidth

[Mbytes/s]
# Clients 1 2 3 4 5
Configuration Active (3)  Active (3) Passive (3) Passive (3)  Passive (2)
Latency 1246 s 1457 s 4966 s 6141 ps 6006 ps
Bandwidth 1.05MB/s 2.03MB/s 1.89 MB/s 2.32 MB/s 2.8 MB/s
#Faults tolerated 2 2 2 2 1 16
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Conclusions

m Versatile dependability tunes the trade-offs among
N Performance
N Fault-tolerance

N Resources /\

Fault-Talerance

N Implementing othef 1g"-”'
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Thank You!

For more information: www.ece.cmu.edu/~tdumitra

© 2004 Tudor Dumitras 18

MEAD: Real-Time Fault-Tolerant Middleware



Carnegie Mellon

© 2004 Tudor Dumitras 19

MEAD: Real-Time Fault-Tolerant Middleware



Performance of the Architecture
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Motivation

m Dependable system architectures currently lack the flexibility to
adapt to the operating environment

m Behavior of the system depends on static fault assumptions
m No generic framework for resolving conflicts among requirements

m Architectures should become tunable to provide support for:
N Configuring the system before deployment
N Adapting to changes in the environment during run-time
N Maintaining the system throughout its life-cycle
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