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Towards a Danger Theory Inspired Artificial Immune System for Web Mining

ABSTRACT

The natural immune system exhibits many propettiasare of interest to the area of web miningp&ticular
interest is the dynamic nature of the immune systéen compared with the dynamic nature of mining
information from the web. As part of a larger pmj® construct a large-scale dynamic web-minirgjesy, this
chapter reports initial work on constructing an BHralassifier system. The Artificial Immune Systéon E-
mail Classification (AISEC) is described in detild compared with a traditional approach of naiagd3ian
classification. Results reported compare favorabti the Bayesian approach and this chapter higtdipow
the Danger Theory from immunology can be used tinéu improve the performance of such an artificial

immune system.
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INTRODUCTION

Web-mining is an umbrella term used to describedyuite different types of data mining, namelyteah
mining, usage mining and structure mining (Chakrab2003). Of these, we are concerned with weliemn
mining which Linoff & Perry (2001) define ashie process of extracting useful information fréra text,
images and other forms of content that make up#ges (p. 22). This work is concerned with performirext
mining on the web for the purposes of classifiggtiaut this is a hard task to achieve well. Firdte data
contained on these pages is extremely low gradsy mod inconsistent in format and secondly thélerm
space may be vast. As of August 2003 the Intertaigest search engine, Google, indexes B3web pages
(Google, 2003). Finally the ease with which pagespaiblished, moved or removed gives rise to aremely

dynamic medium.

It is our ultimate goal to construct a system toerfrom the web pages that the user will find ie$éng. That
is, the user may consider them novel, surprisingn@xpected. This is a slightly different problenanfi the
classic classification task, as the class assigm#te page will depend not only on its content,dmme current
context. Work in (Liu, Ma, & Yu, 2001) describesystem to mine surprising pages from competitor’s

websites. At a high level it is possible that weyrteke inspiration from this, such as using a pifceser-



specified information to infer the subject on whible user requires information and the interestisgrof the
retrieved result and thus lead to future work.iStiaal techniques such as a naive Bayesian digoriMitchell,
1997) have proved successful when used for theiclaissification task but we propose the usesystem

we believe may be more adaptable than a Bayegjanithim: an Artificial Immune System.

Over the last few years, Artificial Immune SystefAsS) have become an increasingly popular machine-
learning paradigm. Inspired by the mammalian immsystem, AIS seek to use observed immune components
and processes as metaphors to produce algorithmseTalgorithms encapsulate a number of desirable
properties of the natural immune system and aretitowards solving problems in a vast collectibn o
domains (deCastro & Timmis, 2002). There are a rarrobmotivations for using the immune system as
inspiration for both data mining and web miningaaithms which include recognition, diversity, memoself
regulation, and learning (Dasgupta, 1999). Beirggtdaon an AlS algorithm, by its very nature theesyswill
preserve generalization and forget little usedrimfation. Thus giving a system such as this thetgld
dynamically calculate interestingness based oresbiaind adapt to changing user preferences. Being a
adaptive learning system it will not require expat-up, instead it will learn, for example, a jgatar intranet

structure and tailor itself to user’s tastes.

In itself an AIS based web mining system would tsggaificant advance in the field of immune insgdire
algorithms. However it is our ultimate goal to gother than the areas of both web mining and eiifi
immune systems by taking inspiration from an immagizal theory called “Danger theory” (Matzinger,
2002a). We believe that algorithms inspired by theory are suited to continuous learning taskksage and
dynamically changing data sets. In this theoryinamune response is launched based on a notiorrotiped
danger based on a current context. Thus inspinagbntext dependent measure of interestingnesgedgn
the final system. The scalability of immune basgsteans has been called into question (Kim & Bent29p1)
and we believe the notion of a localized immun@aoese in the Danger theory may offer some solutigns

only activating the immune algorithm within conteldpendent area, as explained later.

Now our final goal, a web mining tool to retrievddresting information from the web, is definedirthare a
number of steps we must take to reach it. Theifirgd show that an immune based algorithm canesstally

perform a text mining task for the purposes ofgifasation with an accuracy comparable to that efandard



technique such as a naive Bayesian classifiehisrchapter we use a well know probabilistic teghei a naive
Bayesian classifier, for the purposes of compari3tiis is a necessary step as there are few refesen the
literature to turning immune inspired techniquesuoh a task. One exception is (Twycross, 2002)Hzut
significant difference to this is we propose a eysfor continuous learning, thus making just thist Sstage a

significant advance for the field which we can ase step towards a Danger theory inspired system.

The algorithm named “AISEC” (Artificial Immune Sysh for E-mail Classification) described in this pte is
a novel immune algorithm specifically designedtétt mining and, as such, a first step towardsgoal. In the
following pages we begin by describing in a litthere detail the background to the project including
explanation of the artificial immune system paradi@nd the Danger theory. We then describe the
implementation and testing of the AISEC system,fost step towards the realization of an immurspired
content mining system. Finally we conclude by dising how the work in this chapter contributesuogoal,
the strengths of an AISEC-like system, possiblerowements and our ideas for the future of web nginising

immune inspired metaphors.

BACKGROUND

Although research into AIS began in the realm ghpater security for virus detection and suchlikems AIS
based algorithms lend themselves particularly teetlata mining such as that described in (Hunt &Keo
1996). (Watkins & Timmis, 2002) describes the @it immune system AIRS which was shown to classif
test data with an accuracy comparable to many atdradgorithms. For a summary of a number of immune
inspired algorithms for data mining, the readatiiected to (Timmis & Knight, 2002). One singleerdnce can
currently be found in the literature to an immunspired system for text mining. (Twycross, 2002ade an
AIS for classification of HTML documents into twéasses: those which were on a given topic or nog. T
algorithm was tested on pages taken from the Syskil Webert Web Page Ratings from the UCI data
repository (Blake & Merz, 1998). This dataset cetsof HTML pages, each on one of four differepids.
The task was for this immune inspired system tdliptéf an unseen page was on a given topic omian the
system was trained using a number of example pagessystem was compared with a naive Bayesian
classifier and achieved a higher predictive acguiathree out of four domains. The results shothed the
system was relatively insensitive to the size efttlaining set which was in contrast to the Bayesigstem with

which it was compared.



Artificial Immune Systems

Before we continue, we would like to briefly deberithe important parts of an artificial immune eystin the
context of the natural immune system. Throughoutwlleonly concentrate on the elements of the imeun
system relevant to the AISEC classification systiscribed here. For a more general review of the
immunology behind artificial immune systems thedeyas directed towards the literature such as (&ynac,

1999).

The mammalian immune system works at three dist@vets, physical barriers (e.g. skin), the innatmune
system and the adaptive immune system. AlIS areetnad with the latter as only this exhibits theiddde
properties for a computational intelligence systroh as learning and memory. The natural immuntesys
based around a set of immune cells cdlfetbhocytesnd it is the manipulation of populations of thbge

various processes that give the system its dynaatiare.

From a data mining perspective, an important corapbaf a natural immune system isegeptor These
receptors are found on the surface of immune oéllse adaptive immune system calRaellsandT-cells
collectively known as lymphocytes. Each receptamigue in shape and capable of binding to a $jight
different range of molecular patterns from oth&ggpically a receptor (Figure 1) will bind to pratsiexpressed
on the surface of an invading cell and any objaepable of binding to one of these receptors by atem
interactions is called aantigen.A subset of the antigens are those that can Hagrhdst, such as viruses and
bacteria, and are referred to as pathogens. Simitrthe core of an AlS is a set of immune cedis;h
described by a feature vector (Figure 1). Thew#llrepresent a point in the solution space; daarobiologists
refer to as a location shape spacérigure ). In the system described in this chapter, thigjans are the

objects to be classified and typically use the sepeesentation as the immune cells, i.e. a featector.
Lymphocyte“ B-cell feature

Receptor vector 101101000
Grcce i /i e

surface vector 010010111

Figure 1. Analogy between B-cell receptor and artificiahinmne cell feature vector. The feature vector fer th

artificial cells could, for example, be a Booleapnesentation representing the presence or abeénaeds in

a document.



An affinity functionmay be defined to determine a measure of simjlagtween an immune cell and an antigen
or between two immune cell§ the value calculated is greater than a threshwd antigen is said to be within
therecognition regiorof the immune cell or that the lymphocyte wdlcognizethe antigen. This reflects the
natural system whemegions of complementarigre needed to provide enough electromagnetic fortgeen

an antibody’s receptor and an antigen to pull thesecells together. In Figure 1, for example, tbgion of
complementarity extends over the entire lengtthefreceptor. The match between the receptor ageant

need not be exact and so when a binding takes pldoes so with a certain strength callechéfmity. These

terms are described diagrammatically in Figure 2.
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Figure 2. (A) depicts a lymphocyte (L) binding with high iafty to an antigen (Ag, whereas (B) depicts a
binding between an antigen (Agvith fewer regions of complementarity comparethwihe same lymphocyte.
This results in a bind with lower affinity, and kanay not become activated by A¢C) shows the relative
positions of L and the complement of YandAg, in shape space. Ags recognized by L as the affinity

between the two is higher than the affinity thrédho

Having discussed the representation of a lymphaaytea notion of similarity between lymphocytes and
antigens, we can now describe the processes thaputate populations of these lymphocytes. We begih

the process by which lymphocytes are created. dreation occurs in thieone marrowand the newly created



lymphocytes are known asiivelymphocytes as they have not yet become stimul@tadng generation the
shape of the cell’s receptor is dictated by a randoncatenation of different gene components. €heptor
does require a basic shape to function and so alsrteken from libraries of genes are used to entwos
relevant parts of the receptor. It is the job aig@ébrary algorithms to generate repertoires afiime cells.
These gene libraries are used where the featuterwecjuires a certain structure, discrete or sylimlvalues

are required or random generation of the featuctovés otherwise inappropriate.

Upon activation, the two types of lymphocyte wilitave differently. Considering first a B-Cell, wkgeb it is
to tag an antigen for destruction, this B-cell mhistd tightly to the antigen and stay bound uhtd aintigen can
be destroyed. It is quite possible for no B-cellshie body to have high enough affinity to bindr fas reason,
an activated B-cell will begin a process of clonargl receptor mutation calletbnal selectionStrong
selective pressures during this proliferation pssdeave the effect of maximizing affinity with taetigen and
so increasing the effectiveness of the immune mesgpdn the AlS world, an activated immune cell radgpt
to new data in a similar way. Upon activation thifiaial cell may undergo a process of cloninglwit rate
proportional to the antigenic affinity. Each newret is mutated with a rate inversely proportionahie affinity
with the antigen. Both of these processes havgdheof moving the cell closer to the antigen witthie
solution space. An adaptation process such asthisommon paradigm found in many evolutionary
algorithms but asexual reproduction and mutatiah wite dependent on some fithess measure arepamtant
difference between AIS and these others. Afteatiivation a few clones with high affinities wiile on to
provide some memory of the event in the fornmaimory cellsalthough this is sill a point for debate. The

process described above is summarized by Figure 3.
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Figure 3. (A) Cell receptor matches pattern belonging tohtbst, cell is removed by negative selection. (B)
Cell receptor does not match antigenic shape anels@ left unstimulated. (C) Cell receptor mastioreign
antigenic shape (unlike cell in B) and so is selédor cloning. Cell becomes activated and prodet®ses,

some of which become memory cells.modified version of a diagram from (deCastro &ihnis, 2002).

The fact that a lymphocyte may bind to any cell esiwith a problem: if when T-cells (the body’s pofue
adaptive killers) are produced their receptor ia ilmandom configuration why do these not bind s cd the
host? In the natural system the body is purgetiesfe cells before they are able to circulate aitidtim anauto-
immune respondey a process calleakgative selectiofForrest, Perelson, Allen, & Cherukuri, 1994) as
depicted in Figure 3. Immature T-cells mature pea of the body called the thymus where the chaifice
encountering a foreign antigen is negligible. Winile¢he thymus these young T-cells will die upondang with
anything and so it can be assumed that the onlly &kle to leave as mature cells are those that@reapable
of binding to cells of the host. We say they arly @apable of binding witimon-self Negative selection is a
major component in a number of AIS algorithms.Hege, a set of cells is compared against a setttrps
corresponding to self and the resulting affinigealuated. Any antibody with a high affinity to alement of

this self set will be eliminated thus leaving antiies capable of recognizing only non-self examples

The thymus is one small part of the host and itld/dve impossible to remove all potentially selfatee cells
based on negative selection alone because naetfll patterns may be present. Tiae-signalmodel as
described in (Matzinger, 2002b) is used for purgialj reactive cells once they have left the thyrdu$-cell
needs two signals to become activated. The redogrof an antigen by a T-cell is said to be sigira, the
second signal aro-stimulationsignal is a confirmation and is given to the T-bglanantigen presenting cell
upon proper presentation of the antigen. If theelTttas received signal one in the absence of bfgiwa it has
bound to a cell not properly presented, assumée faart of the host. The T-cell is removed. Thiseebayer of

protection allows potentially self-reactive cetbsrbam the body without beginning antoimmuneeaction.

Danger Theory

As described in the introduction it is our goata&e inspiration from a theory called the Dangeotly to
realize a unique web mining system for discoverintdresting information. There are currently feWgA
publications that even mention the existence ofgeatheory. Notable exceptions are (Williamson,200

which the author mentions Danger theory in a ss&dtion and (Aickelin & Cayzer, 2002) which is amtly



the only dedicated paper discussing the poterialiGation of Danger theory to AIS. Now we have leiped
the traditional view of the immune system, we ceafly describe the Danger theory, why it is siggaht and

how we may put it to use.

Widely attributed to Polly Matzinger, the Dangeedhy (Matzinger, 2002a, 2002b) attempts to explaén
nature and workings of an observed immune respiorsevay different to the more traditional view.igkiew
is that immune cells cannot attack their host beeauny cells capable of doing so are deleted aspteir
maturation by negative selection. However, thiswiims come under some criticism as observations
demonstrate that it may sometimes be necessatlddyody to attack itself and conversely the immsystem
may not attack cells it knows to be foreign. Maggnargues a more plausible way to describe thgering of
an immune response is a reaction to a stimulubdlg considerbarmful Conceptually a very small change
but a complete paradigm shift in the field of immlogy (Anderson & Matzinger, 2000). This model alo
foreign and immune cells to exist together, a sibmampossible in the traditional standpoint. Hewe when
under attack, cells dying unnaturally may releadaryer signa{Gallucci & Matzinger, 2001), that disperses
to cover a small area around that celitaager arealt is within this and only within this area thaetimmune

system becomes active and will concentrate itglatigainst any antigen within it.

As the immune response is initiated by the tisshiesiselves in the form of the release of dangerasidgf is
thought the nature of this response may also hatdit by the tissues, another immunological paradilift. It
has long been known that in a given part of theytmdimmune response of one class may be effidienin
another may harm the host. Different types of dasgmal may influence the type of immune respoiibés
gives rise to a notion that tissues protect thevasehnd use the immune system to do so and iark @ntrast
to the traditional viewpoint in which the roles aeversed and it is the immune system’s role toegtdissues.
There is still much debate in the immunological @s to whether the Danger theory is the corneglamation
for observed immune function but if the Danger tigds a good metaphor on which to base an artlficia

immune system then it can be exploited.

The Danger Theory and Atrtificial Immune Systems
The concepts we identify in the Danger theory whighbelieve are of use are a context dependent and

localized response, the class of which may be oéted also based on context. Firstly, the natunahiine



system reacts to a danger signal but, in an AkSdiginal may signify almost anything. For examplayetwork
security, a host may raise a danger signal ifattiacked, but in a text mining context, as suggest (Aickelin
& Cayzer, 2002), we may raise an “interesting doenthsignal or in the context of e-mail classificata
“mailbox is full” signal may be appropriate. Thigisal, whatever its nature, will be raised baseé @arrent
context, where this context may be some measurgarestingness or mailbox capacity for the above
examples, which may change on a day-to-day basithérmore, in the natural immune system whenla cel
begins to release a danger signal the dangersspaiial. An example of a use of this spatial areaweb
mining system may be the generation of an “intergstirea around a document found on a websitepédies
within, say, one hyperlink of this page are alsthia “interesting” area. Unlike the natural immuaystem
however, we are not constrained to a spatial arehjn (Aickelin & Cayzer, 2002) the possibility @atemporal
danger area is also discussed. Finally the typesgfonse may also be determined based on a cooreteixt.
The Danger theory suggests that natural tissueageldifferent types of danger signal based odiffezent
type of pathogenic attack. In a web mining systéffergnt types of signal may be released basedhenype of
media causing the stimulus. An interesting e-maiy melease an “interesting” signal of one clasdenén

interesting web page may release a signal of dmer atass.

We have given some thought to the implementaticgsuoh an algorithm, details of which may be foumd i
(Secker, Freitas, & Timmis, 2003), although a nundfénteresting research questions still remaiangwered.
For example, unlike most AIS algorithms, the tissakis play a large part in a danger inspired sydiat how
should the behavior of these cells be implemenfedtZzxample, it may be helpful to implement a $dissue
cells in addition to the set of lymphocytes. Eauttividual cell may then react to a slightly diffatestimulus?
Furthermore we may also ask how the signal relebgeldese cells should be interpreted. Should masigom
one cell be enough to stimulate an immune responskould activation occur only after a numbereafschave
been stimulated? If this latter approach is chagemay then consider an activation function forithewune
system such that a certain concentration of signet a given space or time will initiate a resporisehis
section we have posed a nhumber of questions reggtioé implementation of a danger inspired sysiéme.
final design of such a system and therefore thevarssto these questions would be very much depémgem
the problem domain. It is these sorts of questwasvould like our final web mining system to answat
before we can begin realization of such a systermw& first determine if an immune inspired alduoritis a

suitable choice for the task of text mining.



Bayesian Classification

At the end of this chapter we compare the systaypqgsed in the following section against a standard
technique, in this case a naive Bayesian classigive Bayesian classifiers (Friedman & KohaviQ20Weiss
& Kulikowski, 1991; Mitchell, 1997) are a populachnique used for classification and especiallyupsofor
the classification of e-mail (see e-mail classiiima section) and we consider a brief explanatibtine

Bayesian learning paradigm a constructive addgiothis stage.

In the classification task of machine learningibur goal to assign a class to an instance bas#towalues of
a number of attributes. A Bayesian classifier wilt attempt to define a particular relationshipassn these
attributes and the class of the instance, insteagtobabilities of an instance belonging to eanssible class is
estimated, based on the training data, and thariostis assigned the class that is most prob&sd3ayesian
classifiers have roots in statistical mathematiey fpossess properties that are mathematicallyapteyand
therefore desirable for many applications. Onéiese is it can be shown that in theory a Bayedéassifier

will reach the smallest possible classificatioroegiven a sufficiently large training set. Althduin practice
this may not be the case do to the need for sigptjfassumptions, described later. In additiorhts, t
probabilistic methods may be employed to deal withsing values and asymmetric loss functions. &hat
situations where the cost of misclassifying examplieone class may far outweigh the cost of misiigiag
examples of another. For example, classifying &ré@sting e-mail as uninteresting and removing  iot less

desirable than to allow uninteresting e-mail irite tiser’s inbox (Diao, Lu, & Wu, 2000).

The Bayes theorem is the cornerstone of Bayesanitegy. Figure 4 describes how we can derive tluagon
used for the naive Bayesian classifier from thedBaheorem and an equation to return the most bl®lotass
given a set of features. As described by (MitcH&lD7), the probability of observing hypothdsigiven the
training dateD, may be given by formula (1). In Bayesian learniegassign the most probable clagsfrom a
finite set,V, based on a set of attribute values,&...a, > as described by formula (2). The Bayes theo®m (

and the equation to determine the most probabss ¢ can be combined to produce (3) as showigiré4.
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Figure 4. Derivation of Naive Bayesian equation

In Figure 4 equation (3R(vj)) can be estimated simply by counting the frequewitly which each class appears
in the training data, however the first term i@@Harder to determine. In practice we would neeskte every
possible instance in the problem space a numbimnes in order to provide reliable estimates. mhé/e

Bayes classifier introduces the assumption thebate values are conditionally independent anefuze the
probability of observingy,a;...a, is the product of the probabilities observing eatttibute independently. This

results in the approach used by the naive Bayetaasifier as defined in Equation 1.

Vg = argmaxP(vj)H P(a1. |vj)
v;v i
Equation 1. Naive Bayesian Classifier

The terms in Equation 1 are usually calculatedgufiequency counts over the training data. Howevés,
quite likely that we will encounter a term unknoterthe system. Assuming the frequency count to lsifog O
(i.e. P(new word|junk) = 0/100 = 0) would rule out thiag$ entirely as this zero term results in the tatled
probability for this class always evaluating toAOnumber of methods have been suggested for sutsgjta
suitable probability for this value, although eacimes with its own form of associated bias. Some
implementations simply ignore this term, but a camrstrategy is to replace the probability with aaimmon-
zero number. Examples of this would be replacemtht1/n, wheren is the number of training examples,
which has the advantage that this represents thedsing certainty that this element must havdranst-zero
value with the increasing size of the training $&e probability may also be replaced bsnWherem is the
number of attributes and is the strategy we adupt in this chapter. For a worked example of nBiagesian

classification used for classifying documents,rieder is referred to (Mitchell, 1997) p 180.



E-mail classification

As explained later in this chapter it is our taslturn an AIS towards the classification of elestcamail (e-
mail). There have been a number of strategiedfertask discussed in the literature and the sysf@oposed
broadly fall into two groups: spam filters and edoaganizers. Spam (Graham, 2003) is a term usescribe
e-mail that is unsolicited, sent in bulk and usualith a commercial objective. These systems tyyicdassify
incoming messages into only two classes, legitireatgail and spam e-mail, before these e-mails rdaehiser
client. Two techniques which have been common alfelrative methods in which many users share thei
knowledge of junk e-mail to construct a centrahtMlist’ and rule-based in which rules are used for
classification of incoming e-mail. Although as sp@neconstantly changing in content and style, twieacy of
both these techniques may suffer. For this reassmhime learning techniques, are increasingly enguldy
tackle the problem of spam e-mail. Typically hkse filters hide spam messages from the usefpmbtitis to
be acceptable safeguards may be usually put ire péaensure false classification of legitimate étifehich
may be important to the user) is not removed aotédly. (Androutsopoulos et al., 2000) is one sagample
in which this asymmetric loss function is accourftad The authors compare a naive Bayesian apprafach
spam removal to a memory based approach and askahdiscarding a legitimate e-mail is as bad as
classifying 999 spam e-mails as legitimate. Thesifeers are biased accordingly. Recently the asthd
(Cunningham et al., 2003) investigated a case-bagpbach to spam filtering with the added featha, like
the system we detail in this chapter, it may tre@kcept drift. This is a phenomenon where the quinoewhat
the user finds interesting may change over timesanibo may the content of uninteresting e-maiftsefample
of this may be the use of the word “ca$h” wherewioed “cash” was once used in spam e-mail such as

advertisements.

E-mail organizers differ from spam filters in thlaey may work with more than two classes of e-nzailj the

job of this type of classifier tends to be to assigolder to a message based on its content fribhirvthe user
client. For example, assigning the labels “work™foiends” to a message and assigning it the apjate

folder. Two e-mail organization systems from therfiture are MailCat (Segal & Kephart, 1999), which
integrated into the Lotus Notes client, and ifRefinie, 2000), which may integrate into the EXMHIrakent.
MailCat uses a Term Frequency-Inverse Documentuerezy (TFIDF) approach to class assignment, a popul
technique in the world of text mining. By contrate uses a naive Bayesian technique (similah&d

described in the previous section) to sort messia@$olders. Four users tested the ifile systewh the results



show that users could expect a typical classificaticcuracy of between 85% and 90%. This Bayesian
classification technique proves common in theditigre. For example (Diao, Lu, & Wu, 2000) compa emive
Bayesian system against the C4.5 decision treeitdgoand it was found that, although C4.5 cansifgse-
mail with greater accuracy, the Bayesian systemm@® robust overall. Similarly, (Yang & Park, 2002
compares the TFIDF approach (described above)awithive Bayesian classifier and conclude that the
Bayesian system provides a better classificatiearacy in almost all cases. This TFIDF approadcise
investigated in (Brutlag & Meek, 2000) who also qare this to discriminant classifiers and a cléssbased
on a language model approach. The results shova¢ddither one of these three techniques was athsta
superior and that the accuracy varies more betweghstores than the tested classifiers. A reviéa oumber
of research based and practical systems for spaaileemoval and more general e-mail organizatem loe

found in (Crawford, Kay, & McCreath, 2001).

AN AIS FOR E-MAIL CLASSIFICATION

As a step towards our goal we felt it was importarroduce a text mining system based on an immune
inspired algorithm. This must then be tested ilyrmaghic domain. For this reason we took the decigiagauge
the performance of our text mining system on tls& tf e-mail. Our chosen task is to distinguistwaen e-
mail the user would not be interested in, and ilegite e-mail, which to the user is important oeiesting with
the choice being made dependent upon previousiergper We consider e-mail classification to be ety a
web content mining task as defined in the introductas the text contained in the e-mail is usedife
purposes of classification and e-mail is a pathefinternet environment. As explained in the idtrction, this
system has been written as a step towards an thigoior mining interesting information from the wabd so
even though it is performing a task similar to aradilter, as described in the previous sectionaalnowledge
it has no special measures to cope with this asynuess function. The penalty for misclassifyiag
interesting document when the final system is sumot nearly as severe as misclassifying an e-ifiad.novel
system we propose posses a humber of featuresphigination of which dissociates it with those eyt
previously described. The main difference is thatasldress a continuous learning scenario. Thigasiatwith
the vast majority of those systems above whichrameed once and then left to run. In additionhis tve
address concept drift, a feature implicit in thatagmious learning scenario and a feature few atheail

systems possess. One further advantage of an Ah&tisur e-mail classifier requires no specifiattee



selection mechanisms. In contrast to some systeswiled above we do not pre-select a set of wiosdsthe

training data, instead a selection is performeal data driven manner implicitly by the evolutionaperators.

The “AISEC” Algorithm

AISEC seeks to classify unknown e-mail into onénad classes based on previous experience. It thiebyt
manipulating the populations of two sets of immuaakls. Each immune cell combines some features and
behaviors from both natural B-cells and T-cells: simplicity we refer to these as B-cells throughdinese
two sets consist of a set of naive (sometimesatiiéz) B-cells and a set of memory B-cells, adgatally
plausible notion as described in the backgrount@ednce the system has been trained, each Rwetldes
an example of an uninteresting e-mail. New e-ntailse classified by the system are considered #mhgens.
To classify an e-mail (antigen), it is first prosed into the same kind of feature vector as a Baoel presented
to all B-cells in the system. If the affinity betarethe antigen and any B-cell is higher than argttieeshold, it
is classified as uninteresting otherwise it is\a#d to pass to the user’s normal inbox. If theganti(e-mail) is
classified uninteresting it will be removed to mporary store. If the user deletes an e-mail froentémporary
store it is confirmed to represent an uninterestimgail. The B-cell that classified it as uninteires is useful
and is rewarded by promotion to a long-lived men®gell (assuming it was not already) and is seléor
reproduction. This constant reproduction combinét appropriate cell death mechanisms give the AISE

algorithm its dynamic nature. A high level outliokthis process is shown in Figure 5.

Clone and Remove
mutate useful »| unstimulatec
cells cells
E-mail deleted .
E-mail
from store
moved by
user to

Temporary inhox Remove
—»| incorrectly

store
placed cells
E- Mail classified
as uninteresting

Convert to Classify

E-mail— antigen —>

antigen
E- Mail classified
as interesting
User
“inbox”

Figure 5. High level view of the AISEC algorithm’s procedteainitial training



Once an e-mail has been placed in the user’s ielibgr by classification or by the user him or ké#ri is no
longer accessible to the algorithm. When the usmiorves mail to save space it is assumed he/shdwsid by
removing mail from the mail client’s inbox, thusvireg no effect on the algorithm. As the folder wder

uninteresting e-mail is placed is nothing more taaeamporary store it should be emptied regularly.

During design a number of special considerationgweéren to the specialist nature of the text ngrdiomain.
The incorporation of these considerations in thalfalgorithm served to further distance our sydiem other
AIS. These design decisions are discussed below:

Representation of one data classn a web-mining context, learning types of docutsenuser finds
interesting may be tiny compared with those a fisds uninteresting. B-cells therefore represerty time
uninteresting e-mail class. A helpful simplificatifor the purposes of efficiency and more akirh®way the
natural system works. Natural lymphocytes only elecpossible pathogenic patterns and everything®lse
assumed harmless.

Gene libraries: Two libraries of words, one for subject words amne for sender words are used. These contain
words known to have been previously used in unéstarg e-mail. When a mutation is performed, a woth
this library replaces a word from a cell’s featueetor. Mutating a word in any other way, by repigc
characters for example, would result in a meanggm$tring in almost all cases. All new cells engthe naive
cell set are mutants of existing cells

Co-stimulation: Uninteresting e-mail is not deleted but storedyawaB-cell must have become stimulated to
classify this e-mail, so it can be assumed thé dighal has already occurred. User feedback is tised to
provide or not provide a second signal. At a tirhthe user’s convenience this store may be empitiedll be
these user actions that will drive a number of dyicgrocesses. If an e-mail is deleted from thosesby the
user the system has performed a correct classgificahe user really wasn’t interested in that etamad so a
co-stimulation signal has occurred. The cell isaeded by being allowed to reproduce. If, on thepttand,
the user does not delete the e-mail it is assuhmedytstem has performed a misclassification, sigy@adoes
not occur and artificial cells may be deleted gzrapriate.

Two recognition regions:Around each B-cell is a recognition region; theiwagvithin which the affinity
between this cell and an antigen is above a thtéshas within this region a cell may stimulateaher. A
single region was found to be insufficient for btk triggering of evolutionary processes and diaation. A

smaller region, a classification region, was introetd for use in classification only. Empirical sasisuggested



the introduction of this second region was showim¢oease the classification accuracy from aroudfb &
around 90% on the test set.

Cell death processesTo both counteract the increase in population Isipeght about by reproduction and
keep the system dynamic, cell death processesbalsiplemented. A naive B-cell has not proved itstiv
and is simply given a finite lifespan when creatdthough it may lengthen its life by continualgcognizing
new pieces of data confirmed as uninteresting. MgrBecells may also die, but these cells have pidheir
worth and it can be hard for the system to genelatees capable of performing well. For this reagolike
naive B-cells, memory cells are purged in a dateedrmanner. When a new memory cell,is added to the
memory cell set all memory cells recognizing have a stimulation counter reduced. When this tmaches
zero they are purged from the system. This dissudesystem from producing an overabundance ofanem

cells providing coverage over roughly the same,amb&n one is quite sufficient.

The Algorithm in Detalil
Before we begin, let us establish the followingatioinal conventions:
» LetBCrefer to an initially empty set of naive B-cells
e LetMCrefer to an initially empty set of memory B-cells
e LetKt refer to the initial number of memory cells genedaduring training
* LetKl refer to the clone constant which controls the tdtcloning
* LetKmrefer to the mutation constant which controlsrtite of mutation
» LetKc refer to the classification threshold
» LetKarefer to the affinity threshold
* LetKsb refer to the initial stimulation count for naivecBlls

* LetKsmrefer to the initial stimulation count for memdsycells

Representation

A B-cell receptor holds information that may beragted from a single e-mail, this is represented asctor of
two parts (see Figure 6). One part holds wordsamtas the subject field of a single e-mail and skeond
holds words present in the sender (and return adgfields of that particular e-mail. The actuakegare
stored in the feature vector because once setitterwwill not require updating throughout the lifiethe cell.

This can be contrasted to the common practiceinfusvector containing binary values as the rewrgpach



position in which represents the presence or aleseha word known to the system. As words are ocoatly
being added and removed from the system each velt®r would have to be updated as appropriatehis
action occurs. The two sub-vectors are unorderdémariable length. Each B-cell will contain aucter used
for aging the cell that is initialized to a condtaalue on generation and decremented as apprepiiais

counter may be re-initialized if the B-cell is adde BC

B-cell vector = <subject,sender>
subject = <word 1,word 2,word 3,...,word n>

sender = <word 1,word 2,word 3,...,word ne

Figure 6.B-cell structure

Affinity Measure

The affinity between two cells measures the proportion of efles deature vector also present in the other. cell
It is used throughout the algorithm and is guarehte return a value between 0 and 1. The matdiehgeen
words in a feature vector is case insensitive theravise requires an exact character-wise méch.andbc2

are the cells we wish to determine the affinityl®n, as shown in Pseudocode 1.

PROCEDURE affinity (bcl, bc2)

IF(bcl has a shorter feature vector than bc2)

bshort ~ bcl, blong ~ bc2
ELSE

bshort ~ bc2, blong ~ bcl
count ~ the number of words in bshort present in blong
bs_len ~ the length of bshort's feature vector

RETURN count/bs_len

Pseudocode 1Affinity

Algorithms and processes
The AISEC algorithm works over two distinct stagesraining phase followed by a running phase. flin@ing
phase is further divided into two tasks, that akslifying new data and intercepting user feedbaclow the

system to evolve. An overview of this algorithndescribed in Pseudocode 2.



PROGRAM AISEC
train(training set)
WAIT until (an e-mail arrives or a user action is intercepted)
ag ~ convert e-mail into antigen
IF(ag requires classification)

classify(ag)

IF(ag is classified as uninteresting)
move ag into user accessible storag e
ELSE
allow e-mail to pass through
IF(user is giving feedback on ag)
update_population(ag)

Pseudocode 2AISEC overview

We now detail each of these three stages in ttaiming, classification and the updating of the ydafion based
on user feedback. During the training stage théigda populate the gene libraries, produce atiairset of

memory cells from training examples, and produceesoaive B-cells based on mutated training exampkes
the B-cells in the AISEC system represent one dalsthe entire training set, here callE, contains only e-

mails the user has positively selected to be urestmg. This is described in Pseudocode 3.

PROCEDURE train(TE)
FOREACH(te O TE)
process e-mail into a B-cell
add subject words and sender words to appro priate library
remove Kt random elements from TE and insert in to MC
FOREACH (mc O MC)
set mc's stimulation count to Ksm
FOREACH (te 0 TE)
set mc’s stimulation count to Ksb

FOREACH (mc 0 MC)



IF(affinity(mc,te) > Ka)

clones ~ clone_mutate(mc,te)
FOREACH (clo O clones)
IF(affinity(clo,bc) >= affinity (mc,te))
BC ~ BC 0O{clo}

Pseudocode 3Training

Now the system has been trained it is availableetyin two distinct functions. These are the classibn of
unknown e-mail and population update processedhaseser feedback on the correctness of clasifica
attempts. During the running phase the systemwaiit for either a new mail to be classified or atian from
the user indicating feedback. Upon receipt of eitfdhese, the system will invoke the necessapgguiure as
outlined in either Pseudocode 4 or Pseudocode Blagsify an e-mail, an antigesig, is created in the same
form as a B-cell, taking its feature vector elersdrim the information in the e-mail, then assigaatiass

based on the procedure described by Pseudocode 4.

PROCEDURE classify(ag) returns a classification for ag
FOREACH (bc O (BC O MC))
IF(affinity(ag,bc)) > Kc)
classify ag as uninteresting
RETURN
classify ag as interesting
RETURN

Pseudocode 4Classification

To purge the system of cells which may match irstiang e-mails, the AISEC algorithm uses the twmalg
approach as outlined in the background sectiohisfahapter. Since signal one has occurred, thttes
instance has already stimulated a B-cell and bleessiied. Signal two comes from the user, in tvenf of
interpreting the user’s reaction to classified @knfigis during this stage that useful cells atiensilated and

unstimulated cells are removed from the systenigamag is the e-mail on which feedback has been given.



PROCEDURE update_population(ag)

IF(classification was correct)
FOREACH(bc O BC)
IF(affinity(ag,bc) > Ka)

increment bc’s stimulation count

bc_best — element of BC with highest affinity to ag
BC ~ BC 0O clone_mutate(bc_best,ag)
bc_best ~ element of BC with highest affinity to ag
mc_best ~ element of MC with highest affinity to ag
IF(affinity(bc_Best,ag)> affinity(mc_best,a 0))
BC ~ BC \{bc_best}
bc_best's stimulation count ~ Ksm
MC « MC 0O {bc_best}
FOREACH(mc 0 MC)

IF(affinity(bc_best,mc) > Ka)
decrement mc stimulation count
add words from ag’s feature vec tor to gene libraries
ELSE
FOREACH(bc 0 (MC O BQ))
IF(affinity(bc,ag) > Ka)
remove all words in bc’s feature ve ctor from gene libraries
delete bc from system
FOREACH(bc 0 BC)
decrement bc’s stimulation count
FOREACH(bc O (MC [ BC))
IF(bc’s stimulation count = 0)
delete bc from system

Pseudocode SUpdate B-cell population



The process afloning and mutatiomvhich has been used throughout this section &ilddtin Pseudocode 6.
B-cell bcl is to be cloned based on its affinity with B-d&tk . Constant&l andKmare used to control the
rate of cloning and mutation. The symbwl denotes the “floor” ok. That is, the greatest integer smaller than
or equal to the real-valued numbeaind is necessary becausen_clones andnum_mutates must be

integers.

PROCEDURE clone_mutate(bcl,bc2) returns set of B-ce lIs

aff ~ affinity(bcl,bc2)

clones < O
num_clones L aff*Kl ]
num_mutate — | (1-aff) * bc's feature vector length * Km ]

DO(num_clones) TIMES
bcx ~ acopy of bcl

DO(num_mutate) TIMES

p ~ arandom point in bcx’s feature vector

w ~ arandom word from the appropriate gene library

replace word in bex's feature vector at point p with w
bcx’s stimulation level ~ Ksb
clones ~ clones O {bcx}

RETURN clones

Pseudocode 6Cloning and mutation

RESULTS

To determine the relative performance of AISE@yas necessary to test it against another continleausing
system. The naive Bayesian classifier explainedigusly, was chosen as a suitable comparison atgori
Even though the fundamental assumption of naive8ahat all attributes are independent, is vidlatethis
situation Mitchell (1997) statepfobabilistic approaches such as the one descriteré [naive Bayesian] are
among the most effective currently known to clagsitt documentgp. 180). An implementation of the naive

Bayesian classifier was implemented by the firshauthat was adapted to intercept input relating t



classification accuracy in the same way as the GIS¥stem. This was done according to Equation &revthe
setV = {uninteresting, interesting(v) is the probability of mail belonging to clagsand calculated based on
the frequency of occurrence of clagsThe termP(a|v;) is the probability of the e-mail containing wad

given the e-mail belongs to clags These probabilities are calculated using obsewad frequencies over the
data the system has been exposed to and so frégsiemy be updated based on user input much akSlB@
The default probability assigned to an unknown wwad1/k wherek is the total number of words known to the

system.

Experimental Setup

Experiments were performed with 2268 genuine esnaflwhich 742 (32.7%) the first author manually
classified as uninteresting and the remaining {6263%) were considered of some interest. Duedo th
unsuitability of the few publicly accessible e-ndditasets which are traditionally used for singlet $earning,
unlike the continuous learning scenario discussetis chapter, we were unable to test the systemset of
benchmark e-mails. All e-mails used were receivwethk author between October 2002 and March 2088, a
their date ordering was preserved. This tempodgramg is reflected in the order in which the edmare
presented and should allow both systems to adaptytarifting concepts and changing e-mail text.eWh
processed, the sender information also includedettuen address, as this may be different froninfa@mation
in the sender field. These fields were tokenizedguspaces and the characters “.”, “,”, "(“, “YV';"“@", “<",
“>* as delimiters. During the runs of the AISEC alijhm, the same values for all parameters werd.udgese
values were arrived at by trial and error durirgjitey and tend to work well over this dataset (Ealgle 1). The
naive Bayesian system was trained on the oldestrails as both classes are required for trainiregAISEC

system was trained on the oldest 25 uninterestiagiples only with the remainder of both used astdet.

Kc (classification threshold) 0.2
Ka (affinity threshold) 0.5
Kl (clone constant) 7.0
Km (mutation constant ) 0.7
Ksb (Naive B-cell stimulation level) 125

Ksm (Memory cell stimulation level) 25
Kt (initial number of memory cells)| 20

Table 1.Parameter values

Unlike traditional single shot learning, where thés a fixed test set, we address continuous legruhere the
system is continually receiving e-mails to be dféex$. Each time a new e-mail is classified thetsgscan use

the result of this classification (the informatiabout whether or not the class assigned was cpteegpdate its



internal representation. This continuous learncenario calls for a slightly different measure ofaracy to
that which is normally applied. Conceptually, asréhis no fixed “test set” the system keeps trddtso
performance over the past 100 classification attenfks each e-mail is classified an average acgureer
these previous attempts is reported. The finakdiaation accuracy is determined by taking the megall
these values. As AISEC is non-deterministic theltggesented in Table 1 is the average of ten usitgy a
different random seed each time. The value afeef4thisymbol represents the standard deviation. Theltrés
the naive Bayesian algorithm has no standard deniassociated with it as, since it is a deterniimis

algorithm, just a single run was performed.

Algorithm |Mean Classification Accuracy|
Bayesian 88.05%
AISEC 89.09%+ 0.965

Table 2.Results for continuous learning task

From Table 2 we can see that the AISEC algorithmatassify the e-mails in the given continuous sestwith
a slightly higher accuracy compared with the Bagesipproach, although we do not claim it classifigl
higher accuracy in general. Instead, based on tlessiéts, we think it is reasonable to concludé tha
algorithm performs with accuracy comparable to tifdahe Bayesian algorithm but with dynamics very
different to that algorithm. We also undertook apeximent that assessed the performance of theithlgo
when run in a traditional one-shot learning scemnadrni this case the evolution of the system wagpsd after
the initial training e-mails and no feedback medsims were able to evolve the sets of B-cells frbat point
onwards. These results suggested the performareswarisingly good with mean predictive accurafties
5% lower than with the user feedback mechanisnmRhis we suggest that the user feedback mechaitams
useful for the continued accuracy of the systerhnbtiessential for this AIS to function well. Thias been

previously demonstrated by the AlS-based classifitRS (Watkins & Timmis, 2002).

The line chart Figure 7 details the classificatmouracy after the classification of each mail sTuses the
accuracy measure described above and detailsshitsréor the entire test set apart from the fiGd e-mails. It
can be seen that both algorithms are closely mdtichgeneral but there are certain areas wherehtaeging
data causes them to behave differently. Of intenesthe areas between 1,000 and 1,250 and ageiedre
1,900 and 2,100 e-mails classified. In both sitreiAISEC exhibits an increase in accuracy whiggdhs a
decrease in accuracy from the Bayesian algorithranB&fter manual inspection of the data the reafworthis

were undetermined. We are currently consideringpeemigorous and lengthy analysis of the test tatey to



explain this interesting phenomenon. One suggestmrid be that AISEC is faster to react to suddeanges.
Consider, for example, a word that is very commmioag uninteresting e-mail. The AISEC system will
represent this as the presence of this word imabeu of B-cells. The Bayesian system will represbistas a
high frequency of occurrence in this class compé&odte frequency of it appearing in the other l&onsider
now this word begins to be used in interesting d-fihe AISEC system will react quickly by deletiagy
cells containing this word that would result in sohassification. By contrast the Bayesian systathraact by
only incrementing the frequency count of this wordhe interesting class. Given the word has beamaeon in
uninteresting e-mail for some time the frequencgafurrence in this class will still be large comgzhwith
frequency of occurrence in the interesting classsamwill have a negligible effect on the final@ahted class
probability. Only after this word has been used ynames in confirmed interesting e-mail the diffieces in the
frequencies of usage may even out, and the diféereanthe probabilities this word being used inhealass

significantly decrease.

100% -

95% - -

90% -

Classification Accuracy

AISEC
------ Bayesian

100 300 500 700 900 1100 1300 1500 1700 1900 2100

Number of e-mails classified

Figure 7. Change in classification accuracy over time

CONCLUSION AND FUTURE WORK

As a first step towards a danger model basedaatiiimmune system for web mining, we have desdribe
novel immune inspired system for classificatioreehail. We have shown that an immune inspired &hyor
written especially with text mining in mind may ldeclassification accuracy comparable to a Bayesian
approach in this continuous learning scenario. \Betgone some way to showing an immune inspire@sys
is capable of the specialized task of documensiflagtion using a text-mining approach. The resplesented

were generally encouraging but it is clear thergilswork to be done to optimize such a system.idcrease in



accuracy may be achieved by a change in the kifielatfires stored in the B-cell's feature vectochsas a
measure of the relative importance of words angblenliwith the necessary change in affinity functidn
improvement in accuracy may also be made by th@iigedy text from the e-mail, stopword removal,

stemming or words or perhaps the use of trainirig ttaoptimize the algorithm’s parameters.

We feel that the AISEC algorithm has shown an B&Sed algorithm can perform text-based classitinatith
accuracy comparable with a naive Bayesian class¥fie now wish to push forward with a more complex
system. We would like to continue this project bydstigating the use of Danger theory. This ne still be
to extend AISEC to work in a danger-based scenhrithis scenario the concept of interestingnesmoé-mail
is more dynamic because it depends not only ocdheents of the e-mail (as in this chapter) bub als the
current status of the mailbox. In particular whie@ mailbox is nearing capacity this may be intagures a
danger signal and appropriate action taken. Thmaté goal of this work is to develop a web mingygtem
based on the danger model. The AISEC algorithnmésstep in that direction and it is hoped that iooied

investigation will lead us further towards our goal
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